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Abstract
In this paper, we study face hallucination or synthe-

sizing a high-resolution face image from a low-resolution
input, with the help of a large collection of other high-
resolution face images. We develop a two-step statistical
modeling approach that integrates both a global paramet-
ric model and a local nonparametric model. First, we de-
rive a global linear model to learn the relationship between
the high-resolution face images and their smoothed and
down-sampled lower resolution ones. Second, the residual
between an original high-resolution image and the recon-
structed high-resolution image by learned linear model is
modeled by a patch-based nonparametric Markov network,
to capture the high-frequency content of faces. By integrat-
ing both global and local models, we can generate photo-
realistic face images. Our approach is demonstrated by ex-
tensive experiments with high-quality hallucinated faces.

1. Introduction
Super-resolution techniques in computer vision infer the

missing high-resolution image from the low-resolution in-
put. Low-resolution is equivalent to low-frequency and
high-resolution consists of high, middle and low frequency
bands. There are in general two classes of super-resolution
techniques: reconstruction-based (from input images alone)
and learning-based (from other images). Of particular in-
terest is face hallucination, or learning high-resolution face
images from low-resolution ones. Face hallucination is a
term coined by Baker and Kanade [1], which implies the
high-frequency part of face image must be purely fabri-
cated. Hallucinating faces is particularly challenging be-
cause people are so familiar with faces.

We argue that a successful face hallucination algorithm
should meet the following three constraints:

1) Sanity constraint. The result must be very close to
the input image when smoothed and down-sampled.

2) Global constraint. The result must have common
characteristics of a human face, e.g. eyes, mouth and
nose, symmetry, etc.

3) Local constraint. The result must have specific char-
acteristics of this face image with photorealistic local
features.

   
(a) Input 24×32 (b) Hallucinated result (c) Original 96×128 

 Figure 1. An example of face hallucination using our ap-
proach. The hallucinated image (b) is locally different from,
but globally similar to the original high-resolution one (c).

The first requirement can be easily made. For example, it
can be simply formulated as a linear constraint on the result.
The second and third ones are apparently much harder. It is
important to satisfy the three requirements altogether to hal-
lucinate faces with good quality. Without the constraint on
specific face features, the result would be too smooth, close
to the average face. On the other hand, without a global face
similarity constraint, the result could be noisy.

Such global and local constraints lead us to a hybrid ap-
proach. We combine a global parametric model which gen-
eralizes well with common faces, with a local nonparamet-
ric model which learns local textures from example faces.
This approach can also be applied to modeling other visual
patterns, in particular for the structural objects with both
global coherence such as illumination, contour and symme-
try, and precise local textures like skin and hair.

We incorporate all the constraints in a statistical face
model and find the maximum a posteriori (MAP) solution
for the hallucinated face. An example of a hallucinated im-
age from an input low-resolution image with our approach
is shown in Figure 1. The sanity constraint is simply mod-
eled as a Gaussian distribution or a soft constraint. The
global constraint assumes a Gaussian distribution learnt by
principal component analysis (PCA). The local constraint
utilizes a patch-based nonparametric Markov network to
learn the statistical relationship between the global face im-
age and the local features. A two-step approach is then used
in hallucinating faces. First, an optimal global face image is
obtained in the eigen-space when constraints 1) and 2) are
satisfied. Second, an optimal local feature image is inferred
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from the optimal global image by minimizing the energy of
the Markov network with constraint 3) applied. The sum of
the global and local images forms the final result.

After reviewing related work in Section 2, we introduce
the details of our model in Section 3. Many convincing
examples are shown in Section 4. Section 5 gives discussion
and conclusion.

2. Related Work
Most learning-based super-resolution algorithms such as

[3, 6, 7] assume homogeneous (stationary) Markov random
fields (MRFs) for images. Let L denote an image lattice,
and v a certain position on the lattice with Iv as the pixel
value. I−

v
represents all pixels on L other than Iv. L is a

Markov random field if

p(Iv|I
−
v

) = p(Iv|Nv), (1)

where Nv is the neighborhood of v [14]. This definition
indicates that a pixel only relies on the pixels in its neigh-
borhood. Further, L is a homogeneous MRF if for any po-
sitions v and u ∈ L, their conditional density functions are
identical, i.e.,

p(Iv|Nv) = p(Iu|Nu), (2)

which also implies that their neighborhoods have equal size.
Proposed for texture synthesis, the multi-resolution non-

parametric sampling method developed by De Bonet [3]
indeed infers the high-frequency features from the low-
frequency features named the parent structure. It is demon-
strated that in a homogeneous MRF, the high-frequency
component locally depends on the low-frequency part.
Freeman and Pasztor [6] proposed a parametric Markov net-
work to learn the statistics between the “scene” and “im-
age”, as a framework for handling low-level vision tasks.
It can be applied in super resolution work if the scene and
image are high- and low-frequency bands respectively. Re-
cently Hertzmann et al. [7] generalizes local feature trans-
form methods in “Image Analogies”. Given a pair of train-
ing images, an analogous image is inferred from the input
by the local similarity between the training pair. It can also
fulfill super resolution objectives if the training pairs are
high- and low-resolution images, respectively.

All of above methods do local feature transfer/inference
with low-level vision. They perform well in hallucinating
texture-like images, but would fail in hallucinating struc-
tural visual patterns such as human faces. To broaden the
application to face hallucination, the homogeneous MRF
assumption (2) has to be abandoned, leading to the work by
Baker and Kanade [1]. They only follow the MRF assump-
tion in that the size of each pixel’s neighborhood is equal.
The statistics between the low- and high-resolution images
at each position is learnt in a nonparametric way by a num-
ber of training pairs. Similar to [3], the features on a high-
frequency image are inferred from the parent structure by

nearest neighbor searching. They also discuss the limits on
super resolution and how to break them in their method [2].
The results in [1] appear to be noisy at places. Moreover,
some global properties of a face, such as explicit contours,
coherent illumination and symmetry are also missed.

It is interesting to note that all previous models use local
feature inference or transfer in MRF without global corre-
spondence being taken into account. Such global model-
ing is, however, essential for achieving good performance
in face hallucination. Principal component analysis (PCA)
has been successfully used in face recognition by eigenfaces
[12] and face modeling by ASM and AAM [4]. We use PCA
to model the global variance of facial appearance. Since
patch-based nonparametric sampling has been applied in
texture synthesis with encouraging results and high effi-
ciency [8, 13, 5], we build a patch-based Markov network,
a nonparametric counterpart to the parametric one proposed
in [6], to model the statistics between a local feature im-
age and global face image. The theory and algorithm are
explained in the next section.

3. Theory and Algorithms
3.1 A Bayesian Formulation to Face Hallucination

Let IH and IL denote the high- and low-resolution face
images respectively. We simply choose the same method as
that in [1] to compute IL from IH . If IL is s times smaller
than IH , IL is computed by

IL(m,n) =
1

s2

s−1∑

i=0

s−1∑

j=0

IH(sm + i, sn + j) (3)

where s is always an integer with the default value 4 in
this article. Equation (3) combines a smoothing step and a
down-sampling step, more consistent with image formation
as integration over the pixel [1]. To simplify the notation,
if IH and IL are respectively N -D and M -D long vectors
(M =N/s2), equation (3) can be rewritten as

IL = AIH (4)

where A=[a1,a2, · · · ,aM ]T is a M×N matrix with each
row vector a

T
i smoothing a s×s block in IH to a pixel in IL.

To compute IH from IL is straightforward in (4), but the
inverse process is full of uncertainty, with uncountable IHs
(almost) satisfying (4). Based on the maximum a posteriori
(MAP) criterion, we find the optimal solution maximizing
the posterior probability p(IH |IL), i.e.,

I∗H = arg max
IH

p(IL|IH)p(IH). (5)

Under this framework, we should (a) build both the prior
and likelihood models and (b) find the optimal solution.

3.2 Global and Local Modeling of Face
Note that in equation (5) exists the prior distribution of

the face image p(IH). Current face prior models either cap-
ture common properties of face such as eigenfaces [12] and
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AAM [4], or represent individual characteristics such as
local features [1]. But both of them are required in face
hallucination. We develop a mixture model combining a
global parametric model called global face image Ig

H car-
rying common facial properties, and a local nonparametric
one called local feature image I l

H recording local individ-
ualities, illustrated in Figure 2. The high-resolution face
image is naturally a composition of them,

IH = I l
H + Ig

H . (6)

Since IL is the low-frequency part of IH , the global face Ig
H

contributes the main part of AIH and the local feature I l
H

lies on the high-frequency band. Mathematically,

AIg
H = AIH , AI l

H = 0. (7)

In this way, the prior model of face is decomposed to

p(IH) = p(I l
H , Ig

H) = p(I l
H |Ig

H)p(Ig
H). (8)

Now we shall reformulate the MAP problem (5) under
this mixture face model. The likelihood p(IL|IH) is simply
regarded as a soft constraint to IH , and exhibits a Gaussian
form if each pixel on IL is identically treated [1]

p(IL|IH) =
1

Z
exp{−‖AIH − IL‖

2/λ}, (9)

where Z is a normalization constant, λ scales the variance
and ‖x‖2 = xTx throughout this paper. Based on (7), (9)
can be rewritten as

p(IL|IH)=
1

Z
exp{−‖AIg

H − IL‖
2/λ} =p(IL|I

g
H). (10)

From equation (8) and (10), the MAP inference problem (5)
can be transferred to

I∗H = arg max
I

g

H
,Il

H

p(IL|I
g
H)p(Ig

H)p(I l
H |Ig

H). (11)

Obviously p(IL|I
g
H)p(Ig

H) and p(I l
H |Ig

H) sequentially con-
strain Ig

H and I l
H . The solution strategy is naturally divided

into two steps. In the first step we leave I l
H apart and obtain

the optimal global face Ig∗
H by maximizing p(IL|I

g
H)p(Ig

H).
In the second stage the optimal local feature image I l∗

H is
computed by maximizing p(I l

H |Ig
H). Finally I∗

H = Ig∗
H +I l∗

H

is our desired result.

3.3 Global Modeling: A Linear Parametric Model
We apply PCA to modeling the global face image Ig

H .
Given a set of training face images {I

(i)
H }k

i=1, we can
compute the eigenvectors {bi}

l
i=1(bi ∈R

N ), eigenvalues
{σ2

i }
l
i=1 and mean face µ with l the reduced dimension.

The orthogonal eigenvectors construct the eigen-subspace
Ω = span(b1, · · · ,bl) ∼R

l. Thus Ig
H is in fact the recon-

structed image of IH in Ω

Ig
H = BX + µ,X = BT (IH − µ), (12)

where B =[b1,· · · ,bl]N×l, and X =(x1,· · · , xl)
T is a vec-

tor in Ω. Intuitively Ig
H is linearly controlled by xis with

corresponding eigenvectors bis. Since the eigenvectors are
analyzed from the training data representing the irrelevant
common face properties such as lighting, scale and pose, Ig

H

retains the common features of IH with individuality lost.
The distribution of Ig

H can be purely replaced by X based
on (12). Maximizing p(IL|I

g
H)p(Ig

H) in (11) is equivalent to
maximizing p(IL|X)p(X). The prior p(X) is simply as-
sumed as Gaussian:

p(X) =
1

Z ′
exp{−XT Λ−1X}, (13)

where Λ = diag(σ2
1 , · · · , σ2

l ) and Z ′ is a normalization con-
stant. The likelihood (10) is replaced by

p(IL|X)=
1

Z
exp{−‖A(BX+µ)−IL‖

2/λ}. (14)

To maximize p(IL|X)p(X) is

X∗ = arg min
X

λXTΛ−1X+ ‖A(BX+µ)−IL‖
2, (15)

with solution:

X∗=(BTATAB + λΛ−1)−1BTAT(IL − Aµ). (16)

The optimal global face image Ig∗
H = BX∗+µ. Since ma-

trix B, Λ and µ are learnt by PCA, and A is constant as a
smoothing and down-sampling function, all matrices on the
right side of (16) can be off-line computed and Ig∗

H is cal-
culated very fast input IL. Ig∗

H is very close to human face
with some smoothness, which will be improved by the local
model in next subsection.

3.4 Local Modeling: Patch-based Nonparametric
Markov Network

In most cases PCA is used, the random variable is re-
garded as a composition of two parts: principal components
and independent residual. But in our mixture modeling, the
residual I l

H = IH −Ig
H is the highest frequency component,

relying on rather than independent to the lower frequency
part Ig

H [6]. To carefully model p(I l
H |Ig

H), we combine
Markov network [6] and “Image Analogies” [7] to gener-
ate a new patch-based nonparametric Markov network, in
which the statistics between two images are modelled by
connected patches in a nonparametric way. The function of
the Markov network is shown in Figure 2.

Let I l
H and Ih

H be decomposed to square patches with
size w+h. I l

H(m,n) and Ig
H(m,n) denote patches centered

at position ((m+ 1
2)w, (n+ 1

2)w) respectively. For simplifi-
cation, we replace (m,n) by a vector ~v. For patch I l

H(~v),
its neighboring patches are N l

H(~v) = {I l
H(~v +∆x), I

l
H(~v −

∆x), I
l
H(~v +∆y), I

l
H(~v −∆y)} with overlapping size h and

the overlapping area S(~v) = I l
H(~v) ∩ N l

H(~v), where ∆x =
(1, 0),∆y = (0, 1). Such circumstance varies slightly at the
image boundary. I l

H can be reconstructed by superposing
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Figure 2. The function of Markov network in our model. (a) is the training process and (b) the hallucinating process. (1): smooth
and down-sampling. (2): MAP inference to get the optimal global face I

g∗

H . The Markov network finds the optimal local feature
image I

l∗
H by energy minimization.

its patches, with pixels in the overlapping area blended. The
patches at the same position, I l

H(~v) and Ig
H(~v), are connected

between I l
H and Ig

H . Thus all patches in these two images
constitute a network, as illustrated in Figure 3.

Suppose I l−
H (~v) denotes all patches on I l

H except patch
I l
H(~v). We assume that the above network is a Markov net-

work by defining:

p(I l
H(~v)|I l−

H (~v), Ig
H)=p(I l

H(~v)|N l
H(~v), Ig

H(~v)), (17)

This definition is equivalent to that in [6], but not homo-
geneous because the conditional density function of each
patch is not identical. Suppose p(I l

H(~v)|N l
H(~v), Ig

H(~v)) a
Gibbs distribution

p(I l
H(~v)|N l

H(~v), Ig
H(~v))∝exp{−EG(I l

H(~v), N l
H(~v), Ig

H(~v))} (18)

where EG(·) is the Gibbs potential function to describe how
likely a patch I l

H(~v) connects to Ig
H(~v) and is surrounded by

N l
H(~v). It is natural to decouple it into two terms concerning

N l
H(~v) and Ig

H(~v) independently,

EG(I l
H(~v), N l

H(~v), Ig
H(~v))

= Eint
G (I l

H(~v), N l
H(~v)) + Eext

G (I l
H(~v), Ig

H(~v))

≡ Eint
G (~v) + Eext

G (~v)

(19)

where Eint
G (~v) is the internal potential function that de-

scribes the neighboring statistics between patches inside I l
H ,

and Eext
G (~v) is the external potential function that repre-

sents the connecting statistics between connecting patches
in I l

H and Ig
H .

w
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Figure 3. Illustration of the patch-based Markov network.

The external potential function Eext
G (~v) is modeled upon

training examples. Suppose at position ~v we have k training
pairs {I l(i)

H (~v), I
g(i)
H (~v)}k

i=1, then

Eext
G (~v)=

1

λ′

k∑

i=1

δ[I l
H(~v) − I

l(i)
H (~v)]d2[Ig

H(~v), I
g(i)
H (~v)], (20)

where δ(·) is the dirac function, d(·) is the distance met-
ric between two patches in Ig

H , and λ
′

scales the variance.
The distance plays a crucial role in nonparametric models,
and can be chosen as SSD (sum of squared differences) on
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pixel value or on feature images such as pyramid and par-
ent structures [3, 1, 7, 8]. Since the signals in the high-
frequency band depend on those in the lower frequency
band [6], here we define the distance on the Laplacian im-
age Lg

H of Ig
H , which in fact represents the middle-frequency

band of the face image. The squared distance between Ig
H(~v)

and I
g(i)
H (~v) is

d2[Ig
H(~v), I

g(i)
H (~v)] = ‖Lg

H(~v) − L
g(i)
H (~v)‖2. (21)

Equation (20) and (21) form a nonparametric distribu-
tion: compare the given patch Ig

H(~v) with training patches
{I

g(i)
H (~v)}k

i=1, then the patch I
l(i)
H (~v) with I

g(i)
H (~v) close to

Ig
H(~v) is most probable to be chosen as I l

H(~v). This is the
key principle of modeling example-based conditional den-
sity [3].

The internal potential function Eint
G (~v) is introduced to

make neighboring patches well connected. Since the neigh-
boring patches overlap each other, it enforces the common
part of the abutting patches to be as similar as possible in
the overlapping area. Mathematically it is defined by:

Eint
G (~v)=

1

λ′′

∑

u∈S(~v)

[ I l
H(u) − N l

H(u) ]2, (22)

where I l
H(u) is the pixel value of I l

H and λ
′′

scales the vari-
ance. The total energy EMN of the Markov network is the
sum of each patch’s energy:

EMN =
∑

~v

(Eint
G (~v) + Eext

G (~v)). (23)

We have mentioned in 3.2 that after the optimal global
face Ig∗

H is obtained, the optimal local feature I l∗
H is found

to maximize p(I l
H |Ig∗

H ). This is equivalent to minimizing
the total energy EMN of the Markov network, i.e.

I l∗
H = arg min

Il
H

EMN . (24)

Finding the global minimum of EMN is not trivial. If there
are totally R×C patches in I l

H and k pairs of training images,
the solution space is as huge as kR×C! A greedy algorithm
which sequentially finds I l∗

H (~v) by minimizing EG(~v) such
as [7], can only find a local optimum. We use simulated
annealing which has been successfully used in many areas
to find a global or satisfactory optimum. In every step when
we need to flip I l

H(~v), each candidate patch in {I
l(i)
H (~v)}k

i=1

is selected as I l
H(~v) with probability proportional to

exp{−(Eint
G (~v) + Eext

G (~v))/T}, (25)

where T is the temperature. In each loop, every patch in
image I l

H is sequentially randomly flipped. By gradually
decreasing T to zero, I l

H will converge to the global optimal
I l∗
H . The pseudo code is listed below.

MinimizeMarkovNetworkEnergy
Loop until T < ε

Loop ~v sequentially visiting all patches
compute the energy of each patch I

l(i)
H (~v)

set I l
H(~v) = I

l(i)
H (~v) with probability (25)

decrease T
I l∗
H = I l

H

4. Experimental Results
Our experiments are conducted with a large number of

frontal face images in the FERET data set [10], AR data
set [9] and other collections, involving all kinds of races,
illuminations and types of face. We select 1114 images as
the training data, and other 39 images as the test data. Be-
fore experiment we manually align the face image with five
points: the centers of the eyeballs, the tip of the nose and the
corners of the mouth. The centers of the eyeballs are used
to calibrate the orientation, and the five together are used
to calibrate the scale. We do not choose the affine warp to
retain the shape of a face. After a similarity transform, each
image is aligned to a canonical 96×128 pixel image. The
high-resolution image is smoothed and down-sampled to a
low-resolution 24×32 image by (3).

We use standard SVD [11] to do principal component
analysis of the training images. The dimension of the face
images is reduced to 200 to retain 97% of the eigenvalue
total. Since the number of the training data is much larger
than the reduced dimension, the inverse of the covariance-
like matrix in equation (16) does exist. In solution (16), λ
controls the balance between the similarity of Ig

H to input IL

and that to mean face µ. We find values in 0.05∼0.2 appro-
priate for λ and we choose 0.1 in the experiment. Some ob-
tained Ig∗

H s are displayed in Figure 4(b). Compared with the
low-resolution input, such solutions have more explicit con-
tours and edges, because the principal components record
the common variance of face image.

Further we apply the patch-based nonparametric Markov
network to infer the optimal local feature image. We choose
w=5, h=2 as the patch size and overlapping size. In fact,
the results vary little if w is chosen between 4 and 6. The pa-
rameters λ′ and λ′′ control the tradeoff between the external
and internal potentials. We simply choose λ′ = λ′′ = 3wh.
The initial value of the temperature T is set to 1. In the
simulated annealing process, T gradually decreases 10% at
each time step. Finally we get the hallucinated face I∗

H by
summing I l∗

H and Ig∗
H up, shown in Figure 4(c). We may see

that these results suit the three goals of face hallucination
very well, visually very close to the original high images,
Figure 4(d). Note that each part of the hallucinated face
such as the eyes and nose, are different from that in the orig-
inal image but as detailed as that in the real face image. The
runtime of computing the global face is less than 1 second
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(a)                            (b)                            (c)                            (d) (a)                            (b)                            (c)                            (d)

Figure 4. The hallucination results. (a) is the low-resolution 24×32 input. (b) is the inferred global face I
g∗

H from (a). (c) is the
final result I

∗

H = I
g∗

H + I
l∗
H . I

l∗
H is inferred from I

g∗

H by Markov network. (d) is the original high-resolution 96×128 image.

and the simulated annealing takes about half a minute.
We compare our algorithm with existing methods in Fig-

ure 5 for another group of individuals, using the same train-
ing data set. Those methods include (c) Cubic B-Spline ,
(d) Hertzmann’s “Image Analogy” (We implement it in a
patch-based way, also a nonparametric counterpart of Free-
man’s Markov network.) and (e) Baker’s method. (d) is
locally close to the face image but lacks global face features
such as symmetry. (e) has too much noise also with global
features missed. It is obvious that the result of our model
(b) with both the global and local face information taken
into account, is closer to the original face (f) with very high
image qualities.

5. Discussion and Conclusion
Under MAP criterion, the kernel of face hallucination

problem is how to model the low-resolution constraint and
the appearance of face. A parametric model is proper to
capture the common structural properties whereas a non-
parametric model is appropriate to represent local and in-

dividual patterns. It is natural for us to combine them in
face hallucination to integrate their merits. A linear model
is used to model the global variance of face and the low-
resolution constraint to achieve robustness and efficiency.
We do not choose more complex models as the global face
model because the modeling error can be compensated in
the local model. We devise a patch-based nonparametric
Markov network, a combination of [6, 7], to learn the rela-
tionship between local facial feature and global face. Non-
parametric ensures it accuracy and patch-based endows it
with high efficiency. The simulated annealing method here
is very similar to the Gibbs sampling in [14], but converges
more quickly. This method can also be expanded to general
super-resolution problem.

To hallucinate high-quality face images, we develop a
two-step statistical inference model which integrates both
a global parametric linear model and a local nonparametric
one. The effectiveness of our approach is demonstrated by
extensive experiments.
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(a) Input 24 32      (b) Our method     (c) Cubic B-Spline (d) Hertzmann et al.    (e) Baker et al.  (f) Original 96 128

Figure 5. Comparison between our method and others.
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