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Abstract

A desktopvisionsystemis presentedfor complete3D model
acquisition. It is fast, low-cost,and accurate. Partial 3D
shapes and texture information are acquired from multi-
ple viewing directionsusing rotational stereo and shape
fromfocus(SFF). Theresultingrangeimagesareregistered
to a common coordinate systemand a surfacerepresenta-
tion is createdfor each range image. The resultingsur-
facesare integratedusinga new algorithmnamedRegion-
of-Construction. Unlike previous approaches,the Region-
of-Constructionalgorithm directlyexploits thestructure of
the raw range images. Thealgorithm determinesregions
in range imagescorresponding to non-redundant surfaces
which canbestitchedalong theboundariesto constructthe
complete3D surfacemodel.Thealgorithmis computation-
ally efficient andlesssensitiveto registration error. It also
hastheability to constructcomplete3D modelsof complex
objectswith holes.A photorealistic3D modelis obtained
by mapping texture informationonto the completesurface
model representing3D shape. Experimental resultsfor sev-
eral realobjectsarepresented.

1. Introduction
Three-dimensional (3D) model reconstruction of an ob-
ject with geometric andphotometric information is useful
in many practical applications. Often the 3D modelsare
createdmanually by users. This processis usually time-
consumingandexpensive. Therefore, techniquesto obtain
object model automatically from real objectscould have
great significance.

The reconstruction of a 3D modelconsistsof four key
stages[3]: (i) dataacquisition,(ii) registration, (iii) sur-
faceintegration,and(iv) texturemapping. In thispaper, we
present acompletesystemthatincludesall thesefourstages
to createaphoto realistic3D model. Theobject is placedon
arotationstagein front of astationarycamera.Input image
sequencesfrom different viewpoints areacquired by rotat-
ing thestagewith known rotationangles.Therotationma-

trix andtranslationvector of the rotation axis is calibrated
usingasimple3-point algorithm andrefinedduring surface
integration. In thedataacquisitionstage,partial3D shapes
andthecorresponding focusedimagesarerecoveredusing
rotational stereo andshape from focus. The rangeimages
arethenregisteredto thecameracoordinatesystemaccord-
ing to therotationaxisandtheir viewing directions.

A new surfaceintegration algorithm namedRegion-of-
Constructionis usedto stitch the partial 3D modelsfrom
differentviewpoints. Unlikepreviousapproaches[6, 8], the
raw dataof range imagesis directlyaccessedto createnon-
overlapping regions for integration. It takesadvantageof
theknown topology of eachRegion-of-Construction to per-
form fasttriangulations. Becausecontinuousregions from
samerangeimagesare usedfor integration, the registra-
tion error is alwayslimited to theboundariesof Region-of-
Construction. This algorithm is alsoextended to construct
a complex objectwith holes.Holesarereconstructedfrom
therangeimagesusingdatafrom two oppositeviewpoints
facingthehole. Theintegrationmethod is computationally
efficient in thesensethatno searchingis requiredfor mesh
triangulation.Finally, thefocusedimagesrecoveredby SFF
aremappedontothereconstructedwireframe model to cre-
atea photo realistic3D model.

2. Data Acquisition
Theacquisition of rangedataandthecorresponding texture
informationis performedby ourSVIS-2camerasystem[7].
It includesa digital camera,a motorizedrotationstageand
a PC.Theobject is placedon therotationstageandimages
from differentviewpoints are taken by rotatingthe object
with known angles. For eachviewpoint, range andfocused
imagesareobtainedusingrotational stereoandshapefrom
focus[10]. Two sequencesof imageswith different focus
positions are taken with a small rotation angle to obtain
stereoimagepairs.Eachsequenceof imagesis usedto con-
structthefocusedimageanda roughdepthmapusingSFF.
A more accurate3D shapeis thenobtainedusingrotational
stereoon thefocusedimagepairandrough depthmaps.



2.1. Rotational Stereo Model
The rotational stereomodel used in data acquisition is
shown in Figure1. The rotationaxis is describedby the
unit vector ��������
	��
�����
�����
� and the translationvector�� ��� � 	�� � ��� � ��� � in the camera coordinatesystem. The
imagepair usedfor stereomatching is obtained by rotating
theobjectanangle � with respectto the rotationaxis. Let��� 	 �
� 	 ��� 	 � , ��� � �
� � ��� � � bethesameobjectpointbeforeand
afterrotation, respectively; and �� � 	 �! � 	 � , �� � � �" � � � denotethe
corresponding imagepoint. The imagestaken beforeand
after rotationarereferred to asthefirst andsecondimage.
For eachpoint �� � 	 �# � 	 � in thefirst image, thecorresponding
epipolar line in thesecondimageis calculatedandusedfor
stereomatching. Let �� bea unit vectoralongthe selected
rotation axisand � bethespecifiedrotationangleabout this
axis. As shown in [11], the rotationmatrix canbewritten
as$&% � � �'� �)(+*-,/.#0 � � 12 � � 	 �3	4���5�3	6������/�3	7� �� ���/������/�3	7���8���5� �� 9:<;
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Therotationmatrix for any rotation axiswith a translation
vector �� is thenE � � �F�HGJI 	�KML $ % � � � @@ (<N K G (1)
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9TSS:

By perspective projection, the relationshipbetweenanob-
ject point ���VU
����U)�W��U�� andan imagepoint �� �3U
�! ��U�� is given
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Figure1: Rotationalstereomodel

Figure2: SVIS-2camerasystem

by � U �r � U�s)U � � U �t � U�s)U � and � U �vu s)U
where s
U ’s are unknown parameters. Thus, we have the
equations wxxy  � �8s)� � �/s)�u s)�(
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for the sameobject point projectedon different images.
Solvingequations (1) and(2), theepipolarline on thesec-
ondimagefor any fixed �� �}	��" �#	/� is givenby ���~��� K  �c� ;�� (3)

where� and

�
arefunctions of  ��	 and  �!	 .

In our rotationalstereomodel, the stereomatching is
donealongtheepipolarline derived aboveat (�����(�� image
blockintervalsfor only theforeground pixelsasdetermined
by SFF. Therefore imagerectificationis avoided.

2.2. Implementation
The rotational stereowith SFF is implemented on our
Stonybrook VIsion System2 (SVIS-2). The object is
mountedon the rotationstageandthe camerais placedin
front of it suchthat theoptical axis is closeto the rotation
axis. A simple 3-point calibrationmethod is usedto es-
timate the rotationaxis. Three imagesof a planarobject
aretakenwith different rotationangles,

@
, � and ��� degrees.

Threefixedpointswith knowndistancesbetweeneachother
areusedto determine their3D points.Oneof the3D points
andits corresponding pointsafter � and ��� rotation canbe
usedto find theplaneperpendicularto therotationaxis.To-
getherwith thefactthattherotationaxispassesthroughthe
centerof the circumscribed circle of the triangle, the ro-
tationaxis canbeuniquely determined. Sincethe rotation



matrixis unknown, thecorresponding imagepointsareused
to identify theirobjectpoints:� ��	6�}	�*����4�
� � � � ���/�
�+*-���/�
� � � � ,/.D0 � � � ��	W�}	�*����8��� �
where ��	 , ��� , �
� arethe imagepointsin different images
associatedwith thesameobject pointafterrotationsof

@
, � ,��� degrees, and �#	 , ��� , ��� arethe corresponding depths to

besolved.
In the experiments,we useobjectswith fine texture to

help stereomatching. Two sequences of 4 imagesare
recordedwith differentfocus settingsbefore andafter ro-
tating the object by 6 degreesfor eachviewpoint. Shape
from focus is appliedon eachsequenceof imagesto get
thefocusedimageanda rough depthmap. (����C(�� image
blocks areusedto obtaina � @ ��� @ rough depthmapanda( ��� @ ���D� @ focusedimage.Thedepthmapis thresholdedto
segment thefocusedimageinto foreground andbackground
regions.

Rotationalstereoanalysis is thencarriedout using the
focusedimagesandtheinitial depthmapestimatedby SFF
to get an accuratedepthmap. Sum-of-squared-difference
measure on (�����(�� imageblocksis usedfor matchingin
the foreground regions. A faststereomatchingis done by
limiting the correspondence searchto a small segment on
the epipolarline determined by the rough depthmap ob-
tainedfrom SFF. The lengthof the segmentfor searching
is computedusingthemaximum expectederror of SFF. Fi-
nally, the 3D shapeis obtainedby an inverse perspective
projectionof theresultingdepthmap.This dataacquisition
procedureis repeatedfor 4 viewpointsby rotatingtheobject
every � @ degrees. The output of 3D shapeswith different
resolution settingsareshown in Figure3.

Figure3: Different resolutionsof a3D shape(left: � @ ��� @ ,
right: (�� @ �<( � @ ).
3. Registration
To createa complete descriptionof an object, multiple
range imagesareregisteredto a commoncoordinateframe.
Thebackground points of eachrange imageareeliminated

before registration andonly the object(foreground)points
areregistered to a commoncoordinatesystem.

Our registrationmethod consistsof two steps.First, we
find the initial estimatedtransformation by calibrating the
rotationaxisdescribedin theprevioussection.Thetransla-
tion andunit vectorof therotation axisareusedto compute
therotation matrix

E � � � betweenthecoordinatesystemof
the viewpoint at � degrees andthe camera coordinatesys-
tem by Eq. (1). The range imagesare registeredto the
cameracoordinatesystemusingthe inversetransformation

E � � � I 	 .
Second,the estimatedregistration is further improved

during surfaceintegration. Theoverlappingpartsof range
imagesareusedto refinetherotationaxisandincreasethe
accuracy of registration. Wesearchasmallneighborhoodof
thecalibratedrotation axis to find theonewith minimized
error ontheoverlapof consecutiverangeimagesin theleast
squared sense. This refinedrotation axis is then usedto
compute thenew rotationmatrix andtranslationvector for
registration. Thisrefinement stepprovidesgoodresultswith
much lesscomputation than other registrationtechniques
suchasIterative ClosestPointsalgorithm(ICP) [2, 4].

4 Surface Integration

Given a set of registeredviews, an integration algorithm
shouldcombinethepartlyoverlappingdatasetsinto acom-
pletenon-redundant 3D datasetwithout any lossof detail
in theoriginal raw data.In theexisting literature,Hoppeet
al. [6] andAmentaet al. [1] construct 3D surfacefrom un-
organizedpoints. Hilton et al. [5], Soucy andLaurendeau
[9] usestructureddatato combine multiple rangeimages.
All of themassumethataccuraterangedatais availableand
they areperfectly registered. It is difficult to obtainsuch
datain a practical dataacquisitionsystem. Therefore, an
integrationalgorithm which is robust under thepresenceof
noiseandregistration error is an importantgoal in this pa-
per.

4.1. Region-of-Construction Algorithm

Ourinputdepth-mapdatais givenonaregulargridof points
for eachpartial 3D model. Therefore we develop a spe-
cializedtriangulationmethod dependingontheviewpoints.
The basicidea is to stitch the Regions-of-Construction of
differentviewpointsat theirboundariesto createacomplete
3D model. This algorithm takes advantageof the known
topology of eachrangeimageanddoesnotinvolveany spa-
tial searchof thedatapoints.Themeshtriangulation is done
usingindicesof datapoints on a grid network. As a result,
it is muchfasterthanthegeneral algorithmsmentionedear-
lier.
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Figure4: Region-of-Constructiononacrosssection.

Theoverlapping partof rangeimagesfrom two consecu-
tive viewpoints is dividedinto two regions andeachregion
is assignedto oneof therangeimagesfor construction. We
first createthe Region-of-Constructionfor eachrangeim-
ageandthenusethemto createa non-overlappingdataset
for surfaceintegration. Region-of-Constructionis defined
in Figure4. In the figure, the rangeimagecorresponding
to theshadedregion is theRegion-of-Constructionfor view
0. The left (right) line-of-sight is definedasthe line deter-
minedby the viewpoint and the leftmost (rightmost) data
point. The angular bisectorof right (left) line-of-sight of� *�( (

� ; ( ) rangeimageand left (right) line-of-sight of�
rangeimageis definedas the left (right) line-of-division

for rangeimage
�
. The2D Region-of-Constructionfor each

crosssectionis thenboundedby the left andright line-of-
division. For eachviewpoint, the Region-of-Construction
includes all the 2D crosssections. For eachRegion-of-
Construction, the triangular mesh is createdas follows.
We start at the upper left cornerof the range image,find
the pointsbelonging to the Region-of-Construction, mark
themasvalid points andestablishtheconnection.For each
valid point thereexist five possibletessellationsfor trian-
glesor quadrilaterals(seeFigure5). For the first andsec-
ond cases,the columnindex of the first valid point in the�
th row is smalleror larger than the column index of the

first valid point in the � th row, where � � * �V� ��( . With-
out loss of generality, assumerow

�
contains the smaller

column index. Let � bethesmallerand   bethelarger col-
umn index, thenwe make trianglesby connecting indices� � �   �V*¡� � � � �V*¡� � � � ; (�� , � � �   �V*¡� � � � ; (��V*¡� � � � ; � � , ...,
until � �   *H( . For thethird andfourth cases,thecolumn
index of thelastvalidpointin the

�
th row is smalleror larger

thanthecolumnindex of thelastvalid point in the � th row,
where � � * �F� ��( . Without lossof generality, assumerow

�
containsthesmallercolumnindex. Let � bethesmallerand

  be the larger column index, thenoneor more triangles
arecreatedby connecting indices � � � � �e*¢� � � � �e*¢� � � � ; (�� ,� � � � ��*£� � � � ; (���*�� � � � ; � � , ..., � � � � ��*�� � �   *�(���*�� � �   � . In
thesefourcasesoneormoretrianglesarecreateddepending
on thecolumnindex differencebetweenany two consecu-
tive rows. For the last case,the columnindex of the valid
point in the

�
th row is thesameasthecolumn index of the

validpointin the � � ; (�� th row. In thiscase,lotsof quadrilat-
eralsin thecentralpartof therangeimageareproducedand
thenumberof quadrilateralsdependson thedifferencebe-
tweenthelastandfirst column index. Thosequadrilaterals
arefurther dividedinto trianglesby connecting theshorter
diagonals.

After the meshesfor Regions-of-Construction are cre-
atedfor eachview, the partial 3D models arestitched to-
getherby connectingthelastvalidpoint of thecurrentrange
imageto thefirst valid point of thenext range imagein the
samerow (seeFigure5). Theresultingquadrilateralsonthe
boundariesof two range imagesarealsobroken into trian-
gleswith shorterdiagonals.

4.2. Complex Object with Holes
Sincethe Region-of-Constructionalgorithm providesonly
non-overlappingsurfaces,complex objectswith holescan
bereconstructedbyselectingproper viewpointsthatinclude
the holes. We assumethat if a holecanbe observed from
oneviewpoint, it can alsobe observed from the opposite
viewpoint. Generally thisholdsfor mostrealobjects.Under
this assumption, a 3D model is first constructed usingthe
previous algorithm without considering its hole. Thenthe
boundarypointsof theholewhich belongs to two opposite
viewpoints areconnectedusingthefollowing algorithm.

First, we connect thetop andbottomrows of two range
imagesrespectively. The row index canbe different. The
column indicesof the top (bottom) rows are usedto cre-
ate a triangle/quadrilateral mesh similar to the previous
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Figure 5: Five possibletessellationswithin a Region-of-
Construction (top)andstitchingbetweenthem(bottom).
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Figure 6: Meshfor creatinga hole. The index differences
between���<���M� and � � � � � areusedtogeneratequadrilaterals
or triangles.

section. For a side boundary of the hole, another trian-
gle/quadrilateralmeshis createdwith variable row index
andfixed columnindex (onebelongs to objectpointsand
next to a background point). Figure6 illustratesthis hole-
creatingprocess.Thequadrilateralsarefurther brokeninto
triangleswith shortdiagonals.

In somecasestheobservedholedoesnot appearin any
Region-of-Constructiondefinedin theprevioussectionbut
it givesdepthdiscontinuities in oneof therangeimages(see
Figure 9). We definethe principal view as the viewpoint
containingthehole.Thelines-of-divisionof principal views
areshiftedsuchthat the new Regions-of-Construction can
completelycover thehole.

5. Texture Mapping
Onemajoradvantageof usingimages(insteadof saylaser
ranging) to acquire 3D model is that the recorded images
areusednotonly for measuring the3D shapeof objectsbut
alsofor providing thetexture information.Thefocusedim-
agesusedfor texture mapping areobtainedfrom SFFwith
differentfocus positions. For eachRegion-of-Construction
the texturemapis extractedfrom the focusedimageof its
corresponding viewpoint. Thetexture mapat theboundary
strip connectingtwo range imagesis obtainedby project-
ing theverticesat the boundaryof onerange imageto the
other intensity imageandextracting the texture from that
intensityimage.

6. Experimental Results
Theabove algorithmsweretestedon a numberof realob-
jects. Figure7 shows the wireframe and texture mapped
model of a toy object. Figure8 shows the resultof a head
object whichcontains26,977verticesand53,687polygons.
In Figure 9, theobjectcontains a holecloseto boundaries
of therange image.TheRegion-of-Constructionof princi-
palviewsareincreased(illustratedin wireframe)in orderto
completelycover thehole.

It takesapproximately15 minutesto acquirestereoim-
agepairwith 4different focuspositionsfor 4views.Theex-
ecutiontime for creatingcomplete3D models– shapefrom
focus (SFF),stereomatching(SM), surfaceintegration (SI)
andtexturemapping (TM) areshown in Table1 for several
objects(all in seconds,onaPentiumII 450MHz PC).

Table1: Execution timesseveralobjects.

object SFF SM SI TM Total

toy 5.5 74.2 1.3 4.9 85.9
head 5.7 115.2 1.9 6.7 129.5
detergent 3.0 37.7 0.5 5.4 46.6

Our 3D model reconstruction usesthe raw data from
range imageswithout any modification. The accuracy de-
pendsontheaccuracy of rangeimages(rotational stereoand
SFF)andregistration (rotationaxiscalibration). Tomeasure
theoverallaccuracy of oursystem,weuseacylinder astest
object. The acquired 3D dataset is fitted to the cylinder
from thephysicalmeasurement to calculatetheaverageer-
ror. In ourexperiment,theaverageerror for eachdatapoint
wasfound to be0.28%(0.44mm errorfor a cylinder of di-
ameter155 mm) at a distanceof about830 mm from the
camera.

Figure7: Wireframeandtextured modelsof a toy object.

7. Conclusion
We have designedand implemented a digital vision sys-
tem for automatic 3D model reconstruction. The system



Figure8: Wireframemodel of theheadobject.

is comprehensive in that it includesall stages–dataacqui-
sition, registration, surface integration, and texture map-
ping, to createa photo realistic3D model. The complete
3D model is constructedby merging multiple range images
andmapping thetexture informationacquiredby rotational
stereoandSFF. A new surfaceintegrationalgorithmbased
on Region-of-Constructionis developedfor fast3D model
reconstruction. It is alsocapableof constructing complex
objects with holes. Experimentalresultshave beenpre-
sentedfor several real objects. Our systemcanbe imple-
mented with low-cost equipment andconstructs complete
3D models in under30 minutes.Futureresearchwill focus
on extending the Region-of-Construction algorithm from
theviewpoint-basedregions to the regionswith bestview-
ing directions.
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