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Abstract

The goal of video highlight detection is to select the most
attractive segments from a long video to depict the most
interesting parts of the video. Existing methods typically
focus on modeling relationship between different video seg-
ments in order to learning a model that can assign highlight
scores to these segments; however, these approaches do not
explicitly consider the contextual dependency within indi-
vidual segments. To this end, we propose to learn pixel-level
distinctions to improve the video highlight detection. This
pixel-level distinction indicates whether or not each pixel
in one video belongs to an interesting section. The advan-
tages of modeling such fine-level distinctions are two-fold.
First, it allows us to exploit the temporal and spatial re-
lations of the content in one video, since the distinction of
a pixel in one frame is highly dependent on both the con-
tent before this frame and the content around this pixel in
this frame. Second, learning the pixel-level distinction also
gives a good explanation to the video highlight task regard-
ing what contents in a highlight segment will be attractive
to people. We design an encoder-decoder network to esti-
mate the pixel-level distinction, in which we leverage the 3D
convolutional neural networks to exploit the temporal con-
text information, and further take advantage of the visual
saliency to model the spatial distinction. State-of-the-art
performance on three public benchmarks clearly validates
the effectiveness of our framework for video highlight de-
tection.

1. Introduction

Along with the explosive development of mobile de-
vices, a tremendous number of videos are now produced
and uploaded to the Internet every day. As a result, pick-
ing the most attractive video clips from a lengthy video to
create a selection of shining moments is becoming increas-
ingly important, especially for social video platforms such
as YouTube and Instagram. As a result, video highlight de-
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Figure 1. Video highlight detection is highly context-dependent.
While previous methods are usually trained to predict the highlight
score for a video segment directly, our method takes the tempo-
ral and spatial information into account and predicts the fine-level
pixel-level distinction as the surrogate task.

tection, which aims to select the most attractive segments
from an unedited video, has drawn increasing interest from
in the research community.

Most existing works [3, 4, 10] interpret the video high-
light detection task as a segment-level ranking problem.
These approaches treat each segment as an individual sam-
ple and extract the features for video segments. They then
compare pairwise segments in order to learn a model that as-
signs highlight scores to these segments, such that the high-
light segments receive higher scores than the non-highlight
segments from the raw video. Recently, SL [19] devel-
oped a set-based mechanism that is capable of identifying
whether or not a video segment is highlight by transformer.

However, these existing methods do utilize both tempo-
ral and localized information, but not explicitly considering
the contextual dependency within the segment, which is in
fact crucial for video highlight detection.

Intuitively, when people watch videos, a specific part is
considered to be interesting, usually depends on the previ-
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ous parts they have watched. For example, considering a
video in which a gymnast performs a somersault, the jump-
ing up before the somersault and jumping down after the
somersault are visually quite similar; however, people tend
to rate the jumping up as more appealing than the jumping
down; because the former contributes to the the climax of
the somersault, while the latter decays the highlight level af-
ter climax. This indicates that predicting the highlight score
of one frame highly depends on the context before the cur-
rent frame.

Similarly, the spatial context is also important for video
highlight detection. A dog might not be interesting if it ap-
pears together with a group of dogs, while it will definitely
be the focus in a dog show scenario. In this case, the con-
text information within one frame would be very helpful for
estimating the highlight score.

Accordingly, to exploit the temporal and spatial context
for video highlight detection, in this paper, we cast the video
highlight detection into a new task: pixel-level distinction
estimation. More specifically, rather than assigning high-
light scores to video segments (as in the existing works), we
aim to predict the attractiveness of each pixel in the video.
Such fine-level task offers two benefits. First, as the distinc-
tion of a pixel in one frame often depends on the temporal
and spatial context, predicting pixel-level distinction allows
to exploit such context information in our model, leading
to more robust highlight detection results. Second, learn-
ing the pixel-level distinction also offers a good explanation
for the video highlight task also to what content in a high-
light segment might be more appealing to people, making
the video highlight detection model more explainable. Af-
ter estimating the pixel-level distinction, the highlight score
of a video segment can be readily obtained by averaging the
distinctions of all pixels in the segment.

We develop an encoder-decoder network to estimate the
pixel-level distinction. This network is designed to output a
distinction map for each frame in the input video. To exploit
the temporal context, we employ a 3D convolutional neural
networks to incorporate the frames before the current frame
in order to predict the distinction map. To model the spa-
tial distinction, we take advantage of the visual saliency to
generate pixel-level pseudo-distinction labels for frames in
the highlight segments. We demonstrate that the strategies
discussed above can be simply integrated into the encoder-
decoder network.

Experiments on three challenging benchmarks-
YouTube [8], TvSum [15] and CoSum [16]-show that
our proposed approach outperforms existing methods by
clear margins. We further validate the effectiveness of
our proposed modules with ablation studies, and provide
qualitative results to show the explainable ability of our
proposed model.

In summary, the main contributions of this paper are as

follows:

• We propose a new pixel-level distinction estimation
task for video highlight detection, which is able to ex-
plore the fine-level context in order to predict the at-
tractiveness of specific segments.

• We design an encoder-decoder network for estimating
the pixel-level distinction, which takes advantage of
the 3D convolutional neural networks and the visual
saliency map to exploit the temporal and spatial con-
text, respectively.

• We achieve new state-of-the-art performance on three
public benchmarks. Moreover, our model also exhibits
good explainable ability, and is able to directly out-
put the most appealing regions in the highlighted video
segments.

2. Related Work
2.1. Video Highlight Detection

The goal of video highlight detection is to find the most
attractive parts of videos. Prior methods have largely fo-
cused on generating highlight from sports videos [11–13,
17]. More recent approaches focus on addressing the Inter-
net videos and first-person videos. These recent methods
can be divided into two aspects: supervised and unsuper-
vised (or weakly supervised).

Supervised methods mainly treat video highlight detec-
tion as a segment-level ranking or scoring task [3, 4, 10, 19,
20]. These methods generally construct a pair-wise rank-
ing constraint for two video segments, highlight and non-
highlight segments. Video2GIF [3] proposes a method to
learn from manually generated video-GIF pairs. By utiliz-
ing an adaptive Huber loss to overcome noisy data, a robust
deep RankNet can generate a ranked list of video segments.

Additionally, GNN [5] introduces object semantics to
video highlight task and further model the relationships be-
tween objects via graph neural network.

SL [19] utilizes transformer structure to capture the mul-
tiple segments that contributes to the target segment. More-
over, SA [20] proposes that audio and visual information
are highly related to highlight detection. They fuse audio
and visual information by attention for video highlight de-
tection.

Unsupervised or weakly supervised methods often intro-
duces some prior information as a supervised signal rather
than using the highlight annotations for training.

LIM-s [2] leverages the video duration as the implicit su-
pervised signal. They contend that user-generated videos
have the relationship that video segments from shorter
videos are more likely to be highlights than those from
longer videos. Therefore, they propose a model that learns
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to score the highlight segments higher than non-highlight
segments. More recently, MINI-Net [1] casts video high-
light detection as multiple instance learning problem. They
characterize each video as a bag of segments, aiming to
score a positive bag about specific event higher than a neg-
ative bag that events are irrelevant.

Most methods generate the highlight clips by ranking
the highlight and non-highlight segments based on segment-
level feature representation. In a departure from the existing
methods, our work captures the visual temporal distinction
via sliding window and introduces visual saliency to model
the highlight spatially with pixel-level loss.

2.2. Video Summary

The goal of video summarization, which is highly re-
lated to video highlights, is to produce the most informa-
tive clip that incorporates the complete plot of an entire
given video [30–33]. Video summary models often learn
to score a sequence of selected frames [23] or clips [24].
Additionally, some video summary methods consider not
only importance but also representation [22], diversity [21]
and coherency [25]. [26] aims to select a subset of frames
that optimally represent a given video, performing unsu-
pervised video summarization with adversarial LSTM net-
works. The model comprises a summarizer, which aims to
obtain an optimal summarization of a new video, and a dis-
criminator, to distinguish between the original video and its
reconstruction obtained from the summarizer. [22] formal-
izes video summarization into a sequential decision-making
process. By training an end-to-end reinforcement learning
framework, the proposed model predicts frame-level proba-
bility to be chosen to form summary. Moreover, some meth-
ods [27, 28] take a hierarchical recurrent neural network
to exploit the long temporal dependency among frames for
video summarization. [29] captures the temporal dependen-
cies with LSTM and GCN hierarchically.

2.3. Visual Saliency

Visual saliency aims to model the gaze fixation. Previous
methods have utilized optical flow to make use of temporal
information [45, 46]. Moreover, some methods aggregate
temporal information with LSTM [47]. ACLNet [48] en-
hances the ability of LSTM to capture the dynamic saliency
through the use of a frame-wise attention mask. Re-
cently, TASED-Net [38] aggregates temporal information
and takes an encoder-decoder structure spatially to predict
frame-wise saliency maps in a sliding-window fashion for
a given video. STAViS [49] combines spatiotemporal audi-
tory and visual information to address video saliency.

3. Approach
In this paper, we propose to leverage the temporal and

spatial relations within a segment to improve video high-

light detection. Our motivation derives from the fact that
video highlights is highly context-dependent; i.e., whether
or not the content in a video segment should be highlighted
depends on the content that comes before it in temporal di-
mension and the content surrounding it in the spatial dimen-
sion.

Paradigms in previous methods [3, 5, 8, 19, 20] have pro-
posed different strategies for learning the scoring function
f(si), which largely involve assigning higher scores to
highlight segments and lower scores to non-highlight seg-
ments. These methods usually obtain the whole feature
representation from each video segment, and learn score
function differently. However, these methods tend to ignore
the spatial-temporal relation of the content among frames
within each segment, which is in fact crucial to video high-
light detection.

To capture this context-dependent property, rather than
scoring each video segment on its global feature represen-
tation, we instead propose to predict the highlight score for
each pixel per frame, an approach referred to as Pixel-Level
Distinction Video Highlight Detection (PLD-VHD) in the
paper.

3.1. Modeling Temporal Dependency

Formally, for one video V , denote S = {s1, . . . , sn} as
the set of video segments after division, where each si is
a segment for i = 1, . . . , n. Each si is accompanied by
a label yi, where yi = 1 indicates that si is a highlight
segment while yi = 0 denotes opposite.

We begin from a basic model for pixel-level distinc-
tion estimation. As the ground-truth pixel-level distinc-
tion dt(i, j) is unknown, we need to construct a pseudo-
distinction label for each pixel using the segment-level
highlight label ys. The basic concept of our approach is
simple. For frames from non-highlight segments sn, we
set the distinction labels of all pixels as zeros; for those
from highlight segments sh, their distinction labels are set
as ones. The pseudo-distinction label can be defined as fol-
lows:

dt(i, j) =

{
1, It ∈ sh
0, It ∈ sn

(1)

For simplicity, we use Dt to represent the distinction
map for a frame It, where dt(i, j) is the pseudo-distinction
label defined in Eq. (1). For ease of presentation, we also
use f(It) to denote the pixel-level distinction estimation
function for the entire frame It. We then take a simple mean
squared error (MSE) as the loss, and the problem for learn-
ing pixel-level distinctions can be formulated as:

minL(f(It), Dt) =
1

W ·H

W∑
i=1

H∑
j=1

(pt(i, j)− dt(i, j))
2

(2)
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Figure 2. Our network follows an encoder-decoder structure. The encoder net is a 3D ConvNet for extracting features of input frames,
while the decoder net aims to obtain a map that is the same size as the input frames for pixel-level distinction. The learning temporal
module incorporates the previous frames before the target frame, while the auxiliary spatial module generates the pseudo labels. The
frames in blue and red boxes represent targets with two kinds of labels: highlight and non-highlight, respectively.

where f(·) is the distinction estimation function, pt(i, j) de-
notes the pixel-level distinctions obtained by f(·), W and H
denote the width and height of the frame.

The distinction estimation function can be implemented
with an encoder-decoder network. The input frame It are
first fed into an encoder to obtain the latent feature repre-
sentation, after which the feature map is upsampled by the
decoder network for pixel-level distinction prediction.

However, as discussed above, creating video highlights
is highly context-dependent. When people watch videos,
the current frame becomes interesting because people have
watched the previous frames. This means that distinctions
of the current frame should depend on the frames that came
before it.

Accordingly, to take the temporal dependency into ac-
count, rather than directly using each frame as input, we
use a video clip to predict the pixel-level distinction. This
clip contains both the current frame and a number of frames
before it. Given the t-th frame It, let us denote the cor-
responding video clip as Ct = {It−L+1, It−L+2, . . . , It}
where L is the total length of the video clip. The model for
predicting the pixel-level distinctions can thus be updated
as follows:

minL(f(Ct), Dt) (3)

where L is the MSE loss defined as in Eq. (2).
In our implementation, we apply an L-length sliding

window to the video to generate the video clips. For the
first T − 1 frames in each video, we reverse the order of
these frames and pad them to the beginning of the video to

Auxiliary Spatial Module

Saliency 
Mask 

Generator
saliency map

saliency mask

Figure 3. The spatial distinction of our approach. With the mask
generated by our Saliency Mask Generator, the pseudo-label can
eliminate the noise (such as the background) that makes no contri-
bution to the highlight.

ensure the sliding window works. Each video clip is then
fed into a 3D convolutional neural network (e.g., C3D [34]
or TASED [38]) to automatically exploit the temporal rela-
tion among frames within each video clip, as illustrated in
Figure 1.

3.2. Spatial Highlight with Visual Saliency

In addition to the contextual temporal dependency within
video clips, the attractiveness of an object is also often de-
pendent on the surrounding context. For example, a single
dog might not be particularly appealing when it appears in
a group of dogs in one image, but it is the shining star in a
dog show scenario.

We therefore further consider the spatial relationship for
learning pixel-level distinctions. In particular, for non-
highlight segments, their pseudo-labels are still all-zeros,
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Table 1. Video highlight detection results of different methods on the YouTube Highlights dataset.

LSVM RRAE Video2gif LIM-s MINI-Net AFM-F-M GNN SL SA PLD-VHD
dog 0.60 0.49 0.308 0.579 0.582 0.72 0.67 0.708 0.649 0.749

gymnastics 0.41 0.35 0.335 0.417 0.617 0.56 0.66 0.532 0.715 0.702
parkour 0.61 0.50 0.540 0.670 0.702 0.75 0.83 0.772 0.766 0.779
skating 0.62 0.25 0.554 0.578 0.722 0.68 0.70 0.725 0.606 0.575
skiing 0.36 0.22 0.328 0.486 0.587 0.64 0.69 0.661 0.712 0.707
surfing 0.61 0.49 0.541 0.651 0.651 0.78 0.69 0.762 0.782 0.790

Average 0.536 0.412 0.464 0.564 0.644 0.68 0.69 0.693 0.705 0.730

Table 2. Experimental results (top-5 mAP score) of compared methods on the TVsum dataset.

KVS DPP sLstm SM Quasi MBF CVS SG LIM-s VESD DSN MINI-Net SL SA PLD-VHD
BK 0.342 0.395 0.406 0.407 0.295 0.313 0.326 0.417 0.663 0.441 0.368 0.717 0.726 0.681 0.845
BT 0.419 0.464 0.471 0.473 0.327 0.365 0.402 0.483 0.691 0.492 0.435 0.769 0.789 0.950 0.809
DS 0.394 0.449 0.455 0.453 0.309 0.357 0.378 0.466 0.626 0.488 0.416 0.591 0.640 0.608 0.703
FM 0.397 0.442 0.452 0.451 0.318 0.365 0.365 0.464 0.432 0.487 0.412 0.559 0.589 0.669 0.725
GA 0.402 0.457 0.463 0.469 0.342 0.325 0.379 0.475 0.612 0.496 0.428 0.754 0.749 0.844 0.764
MS 0.417 0.462 0.477 0.478 0.375 0.412 0.398 0.489 0.54 0.503 0.436 0.813 0.862 0.865 0.872
PK 0.382 0.437 0.448 0.445 0.324 0.318 0.354 0.456 0.604 0.478 0.411 0.780 0.790 0.703 0.719
PR 0.403 0.446 0.461 0.458 0.301 0.334 0.381 0.473 0.475 0.485 0.417 0.545 0.632 0.675 0.740
VT 0.353 0.399 0.411 0.415 0.336 0.295 0.328 0.423 0.559 0.447 0.373 0.803 0.865 0.834 0.744
VU 0.441 0.453 0.462 0.467 0.369 0.357 0.413 0.472 0.429 0.493 0.441 0.653 0.687 0.647 0.791

Average 0.398 0.447 0.451 0.461 0.329 0.345 0.372 0.462 0.563 0.481 0.424 0.698 0.733 0.748 0.771

since none of the pixels in these segments are of interest.
For highlight segments, we take advantage of the visual
saliency to exploit the spatial context in each frame.

On one hand, as Figure 3 shows, visual saliency, which
can be seen as robust general visual signals, aims to model
the gaze fixation people display when they are watching
videos, which is in line with the goal of video highlight de-
tection. Using saliency helps us to identify the fine-level re-
gions that attract people. On the other hand, while we anno-
tate the pixel-level distinctions for all pixels in the highlight
segments in Eq. (1), not all regions in the highlight segments
are truly attractive, which yields a considerable amount of
noise when optimizing the learning problem in Eq. (3). Us-
ing saliency information to eliminate the background noise
facilitates the learning of a more robust pixel-level distinc-
tion estimation model.

More specifically, we use the saliency mask as the
pseudo-labels to annotate the pixel-level distinctions for
pixels in the highlight segments. Given any frame It in the
highlight segment, we denote its saliency mask as Mt. The
pixel-level distinctions can thus be defined as follows:

d̂t(i, j) =

{
0, Mt(i, j) ≤ β
1, Mt(i, j) > β

(4)

where β is a hyper-parameter threshold we simply set as
0.0005 in most cases.

Note that, by using the above definition of pixel-level
distinctions d̂t(i, j) to replace the original pixel-level dis-

tinctions dt(i, j) in Eq. (1), the spatial distinction can be
seamlessly integrated with the temporal dependency learn-
ing framework. We are also able to jointly exploit the spatial
and temporal dependencies in order to estimate the pixel-
level distinctions. Denoting D̂t as the new distinction map
for frame It, the learning objective can be updated as fol-
lows:

minL(f(Ct), D̂t) (5)

where L is the MSE loss defined as in Eq.(2).
After learning the pixel-level distinction estimation

model, given a segment from any video, the highlight score
can be calculated by averaging all pixel-level distinctions in
the segments, as follows:

f(sd) =

N∑
t=1

H∑
i=1

W∑
j=1

1

N ·H ·W
(f(Ct)

(i,j)) (6)

where sd denotes the d-th segment in a video, while
f(Ct)

(i,j) is the (i, j)-th element of the estimated distinc-
tion map for It; moreover, N,H and W respectively denote
the number of frames in sd, the height and the width of the
frames. The highlight score of a video segment can be es-
timated by using the mean of all pixel-level distinctions in
this segment, while the highlighted video can be obtained
by ensembling the video segments with highest scores sim-
ilarly as in existing video highlight detection works.
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Table 3. Results (top-5 mAP score) on the CoSum Dataset. Our method outperforms all comparison methods by a large margin.

KVS DPP sLstm SM SMRS Quasi MBF CVS SG VESD DSN MINI-Net PLD-VHD
BJ 0.662 0.672 0.683 0.692 0.504 0.561 0.631 0.658 0.698 0.685 0.715 0.776 0.900
BP 0.674 0.682 0.701 0.722 0.492 0.625 0.592 0.675 0.713 0.714 0.746 0.963 0.970
ET 0.731 0.744 0.749 0.789 0.556 0.575 0.618 0.722 0.759 0.783 0.813 0.786 0.817

ERC 0.685 0.694 0.717 0.728 0.525 0.563 0.575 0.693 0.729 0.721 0.756 0.953 1.000
KP 0.701 0.705 0.714 0.745 0.521 0.557 0.594 0.707 0.729 0.742 0.772 0.959 1.000

MLB 0.668 0.677 0.714 0.693 0.543 0.563 0.624 0.679 0.721 0.687 0.727 0.869 1.000
NFL 0.671 0.681 0.681 0.727 0.558 0.587 0.603 0.674 0.693 0.724 0.737 0.897 0.970
NDC 0.698 0.704 0.722 0.759 0.496 0.617 0.694 0.702 0.738 0.751 0.782 0.890 0.958
SL 0.713 0.722 0.721 0.766 0.525 0.551 0.624 0.715 0.743 0.763 0.794 0.787 0.844
SF 0.642 0.648 0.653 0.653 0.533 0.562 0.603 0.647 0.681 0.674 0.709 0.727 1.000

Average 0.684 0.692 0.705 0.735 0.525 0.576 0.602 0.687 0.720 0.721 0.755 0.861 0.946

3.3. Network Architecture

As shown in Figure 2, our model is constituted by an
encoder network (used to extract the features of the input
video clip) and a decoder network (used to generate a dis-
tinction map corresponding to the target frame). The Tem-
poral Module is designed to obtain the auxiliary past infor-
mation for the current frame to be predicted. It utilizes 3D
convolution neural network input consisting of past conse-
quent frames and the current target frame. Moreover, the
Auxiliary Spatial Module is a visual saliency model that
works as an encoder network to generate a saliency mask.
For this purpose, we here adopt TASED-Net [38] pretrained
on DHF1K [48]. The final output of our whole framework
is a highlight map as same size as the input target frame.

4. Experiments
In this section, we validate our model on several chal-

lenging public benchmarks-YouTube [8], TvSum [15] and
CoSum [16]-and compare the results with those of several
state-of-the-art video highlight detection methods. More
experimental details are reported in the Supplementary Ma-
terials.

4.1. Experimental Setup

4.1.1 Dataset and Evaluation Metric

• YouTube Highlight [8] is a popular video highlight de-
tection dataset that collects videos from six different
domains. Each domain contains 50 to 90 videos with
varying duration. Each video is divided into several
segments that contain approximately 100 frames, each
of which are annotated with three different kinds of
labels: 1-selected by users as highlight; 0-borderline
cases, and -1–non-highlight. We treat the borderline
cases as non-highlight.

• TvSum [15] contains 50 videos of 10 classes. Follow-
ing [1, 2] we select top 50% of shots in terms of the

scores provided by annotators for each video as the
human-created ground truth.

• CoSum [16] consists of 51 videos of 10 events. In this
work, following [1], we compare each generated high-
light with three human-created ground truth.

Like most existing methods [1, 2], we follow
Video2gif [3], using mean average precision(mAP) as
the evaluation metric.

4.1.2 Comparison Methods

We compare our methods (PLD-VHD) with the following
state-of-the-art video highlight detection baselines on three
datasets.

• Weakly supervised methods. The comparison methods
in this category are RRAE [9], MBF [16], SMRS [50],
Quasi [51], CVS [52], SG [26], VESD [53], DSN [54],
LIM-s [2] and MINI-Net [1].

• Supervised methods. There are also several supervised
methods selected for comparison, i.e., LSVM [8],
Video2gif [3], KVS [55], DPP [21], sLstm [56],
SM [24], AFM-F-M [10], GNN [5], SL [19] and
SA [20].

Although some of these methods are used for video sum-
marization, following [1, 2], their performance is evaluated
using the same metrics as those used in this study.

4.2. Video Highlight Detection Results

The public datasets contain videos under different situa-
tions, such as camera view changes. In terms of the over-
all experimental results, our proposed method with pseudo-
distinction labels achieves the best performance. Table 1
presents the results of different methods for video highlight
detection on the YouTube Highlight dataset [8]. We report
the results of our proposed approach using TASED-Net [38]
as the backbone networks, denoted by “PLD-VHD”. For
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and blue represents a medium highlight score.

Table 4. Results of ablation studies on YouTube Highlights dataset.

C3D w/o temporal C3D w/o spatial C3D full TASED w/o temporal TASED w/o spatial TASED full
dog 0.594 0.700 0.718 0.668 0.734 0.749

gymnastics 0.707 0.716 0.730 0.691 0.701 0.702
parkour 0.578 0.677 0.746 0.658 0.756 0.779
skating 0.360 0.405 0.490 0.411 0.521 0.575
skiing 0.667 0.670 0.696 0.654 0.705 0.707
surfing 0.725 0.756 0.758 0.736 0.779 0.790

Average 0.651 0.664 0.712 0.667 0.702 0.730

the baseline methods, their results are copied from their
original papers or borrowed from [1, 2].

Moreover, PLD-VHD improves the SOTA methods (i.e.
SA [20] and MINI-Net [1]) on TvSum and CoSum by 3.1%
and 9.9%, respectively, as shown in Tables 2 and 3, respec-
tively. This clearly demonstrates the effectiveness of our
approach by learning pixel-level distinctions. For limita-
tions, our method mainly fails in first-person videos shot
by hand-held cameras, especially for skating in YouTube
Highlight, which contain a lot of cluttered background due
to uncontrollable camera motions

We also present some visual examples for video high-
light detection in different domains.

As it is shown in Figure 4 and the supplementary mate-
rial, by learning pixel-level distinctions, our framework can
perform video highlight detection effectively.

4.3. Ablation Studies

We conducted an additional experiment by changing
the backbone network to C3D [34] pretrained on Sports-
1M [43], which is the same setting using in video2gif, and
is simpler than that [36] used in MINI-Net. As is shown in

Table 5. Results of ablation studies on TvSum and CoSum.

TASED w/o temporal TASED w/o spatial TASED full
TvSum 0.729 0.741 0.771
CoSum 0.888 0.915 0.946

Table 4, although the performance of Ours(C3D) is slightly
worse than Ours(TASED) due to the use of a weaker back-
bone networks, it still outperforms all other existing meth-
ods. This again confirms that our proposed approach is ef-
fective even when different backbone networks are used.

We further validate the effectiveness of different compo-
nents in our proposed approach. Specifically, two kinds of
cues are used in our approach: the temporal cues and spatial
cues. To validate their effects, we conduct ablation experi-
ments by respectively removing those two types of cues as
outlined below, with a total of four variants:

• C3D w/o spatial takes C3D [34] as the backbone net-
work, but does not use the saliency mask to generate
the pseudo-distinction labels. In other words, we use
the distinction label defined in Eq. (1) in this case.
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Figure 5. The frames on the first line of each subfigure are sampled from dog(gymnastics) in YouTube Highlight dataset. In the third line,
the white regions inferred by our full model present the trajectory of the dog show and the action of the actress in the gymnastics clip, while
the second line inferenced without the spatial module may contain some background noise and cannot provide a clear highlight cues.

• C3D w/o temporal removes the effect of the temporal
context by duplicating the target frame It to fill the
video clip Ct. It can be determined using only It for
distinction estimation as described in Eq. (4).

• TASED w/o spatial follows the same setting as C3D
w/o spatial, but uses the TASED-Net as the backbone.

• TASED w/o temporal follows the same setting as
C3D w/o temporal, but uses the TASED-Net as the
backbone.

The results of different variants and the full models are
shown in Table 4. We can observe from these results that
both temporal and spatial cues are important. In partic-
ular, when spatial cues are removed, the performance of
our model using C3D (TASED) drops from 0.712 to 0.664
(0.730 to 0.702). Benefiting from the spatial highlight cues,
our model can be more robust to noise and exhibit improved
learning of pixel-level distinction for video highlight detec-
tion, as shown in Figure 5. Similarly, when the temporal
context is eliminated, our model using C3D (TASED) drops
from 0.712 to 0.651 (0.730 to 0.667). Similar ablation stud-
ies of our temporal and spatial module on TvSum and Co-
Sum are presented in Table 5.

More detailed results of each domain on TvSum and Co-
Sum are included in the supplementary materials. This con-

firms our analysis suggesting that the video highlight task
is highly dependent on the context preceding the current
frame, both temporally and spatially.

5. Conclusion
In this work, we make pixel-level distinctions for video

highlight detection by exploiting the temporal and spatial
relations within video segments. For temporal relations, we
utilize a 3D convolutional neural network to capture the dis-
tinctions by incorporating frames prior to the current frame
while also making use of visual saliency to model the dis-
tinctions for spatial relations. We further adopt an encoder-
decoder structure to predict pixel-level distinctions for high-
light detection. In addition to achieving state-of-the-art per-
formance, our proposed approach also has the advantage of
explanability.
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