MonoGround: Detecting Monocular 3D Objects from the Ground
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Abstract

Monocular 3D object detection has attracted great atten-
tion for its advantages in simplicity and cost. Due to the ill-
posed 2D to 3D mapping essence from the monocular imag-
ing process, monocular 3D object detection suffers from in-
accurate depth estimation and thus has poor 3D detection
results. To alleviate this problem, we propose to introduce
the ground plane as a prior in the monocular 3d object de-
tection. The ground plane prior serves as an additional
geometric condition to the ill-posed mapping and an extra
source in depth estimation. In this way, we can get a more
accurate depth estimation from the ground. Meanwhile,
to take full advantage of the ground plane prior, we pro-
pose a depth-align training strategy and a precise two-stage
depth inference method tailored for the ground plane prior.
It is worth noting that the introduced ground plane prior
requires no extra data sources like LiDAR, stereo images,
and depth information. Extensive experiments on the KITTI
benchmark show that our method could achieve state-of-
the-art results compared with other methods while main-
taining a very fast speed. Our code and models are avail-
able at https://github.com/cfzd/MonoGround.

1. Introduction

3D object detection is a fundamental computer vision
task that aims to obtain the locations, sizes, and orienta-
tions of objects. To get the real-world 3D information,
many methods adopt modalities like point clouds from Li-
DAR, stereo images, and depth images, which require extra
sensors of data sources. Different from them, monocular
3D object detection, which only requires a single 2D image
and camera calibration information, increasingly draws the
community’s attention for its superiorities in simplicity and
cost, especially in the autonomous driving field.

Despite the superiorities of monocular 3D object detec-
tion, obtaining 3D information from a single 2D image is
essentially hard for the following reasons: 1) the mapping
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Figure 1. Difficulties in the monocluar 3D object detection.

from 2D to 3D is an ill-posed problem since a location in
the 2D image plane corresponds to all collinear 3D posi-
tions, which are in the ray from the optical center to the
2D location. This one-to-many property makes predict-
ing the depths of objects difficult, as shown in Fig. la. 2)
The expression of 3D object’s depth is correlated with the
height. For two objects with the same depths and positions,
if the heights are different, the projected center would dif-
fer, as shown in Fig. 1b. In this way, the learning of depths
has to overcome the interference with irrelevant attributes
of objects. 3) Mainstream monocular 3D object detection
methods [19, 22,42, 44] are commonly based on the Cen-
terNet [43]. Under this framework, all information of each
object is represented with a point, including the depth infor-
mation. In this way, the supervision of depth is very sparse
during training (Suppose there are two cars in an image,
then only two points on the depth map would be trained, and
all other points on the depth map are ignored). Such sparse
supervision would lead to insufficient learning of depth es-
timation, which significantly differs from common monoc-
ular depth estimation tasks with dense depth supervision.
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Figure 2. Illustration of the depth on the ground.

To address the above problems, we propose to introduce
the ground plane prior to the monocular 3D object detec-
tion task. With the ground plane prior, the ill-posed 2D to
3D mapping becomes a well-posed problem with a unique
solution. The unique solution is determined by the intersec-
tion of the camera ray and the ground plane. The expression
of depth is no longer correlated with the object’s height, as
shown in Fig. 2. Moreover, since the ground plane is in-
troduced and utilized, we could expand the original sparse
depth supervision to a dense depth supervision by using the
dense depth from the ground plane.

With the above motivations, we propose our monocu-
lar 3D object detection model with the dense ground plane
prior, termed as MonoGround. Within this formulation, we
propose a depth-align method to effectively learn and pre-
dict dense grounded depth. Meanwhile, with the help of
dense predicted depth, we also propose a two-stage depth
inference method, which brings finer-grained depth estima-
tion. In summary, the main contribution of this work can be
summarized as follows:

* We propose to introduce the ground plane prior to the
monocular 3D object detection, which could allevi-
ate ill-posed mapping, remove irrelevant correlation of
depths, and provide dense depth supervision, without
any extra data like LiDAR, stereo, and depth images.

* We propose a depth-align training strategy and a fine-
grained two-stage depth inference method to take ad-
vantage of the introduced ground plane prior and
achieve precise depth inference.

» Experiments on the KITTI dataset show the effective-
ness of introducing the ground plane prior and the pro-
posed method, and our method achieves the SOTA per-
formance with a very fast speed in real-time.

2. Related Work

Monocular 3D Object Detection Monocular 3D object
detection methods can be roughly divided into two groups.
The first kind of method try to utilize extra available data
sources to simplify the detection of 3D objects. The extra
data sources can be LiDAR, depth images, and CAD mod-
els. The most commonly used extra data sources are the Li-
DAR [12,32,33] and depth information [4, 10,23,24,38,40,

] from pre-trained depth estimation models. For exam-
ple, Pseudo-LiDAR [39] generates the pseudo LiDAR infor-
mation from the monocular image and depth information.
CaDDN [31] projects LiDAR point clouds into the image
to create depth maps, then a categorical depth distribution
is learned. Besides the depth and LiDAR data, there are also
methods that try to utilize the CAD models [5,20,26,28] to
simplify the recognition and pose estimation of objects.

The second kind of method aim to detect 3D objects
without any extradata[1,15,16,27,30]. For example, M3D-
RPN [ 1] uses depth-aware convolutional layers to detect 3D
objects. MonoPair [9] proposes to use the pairwise spatial
relationships to achieve better results. SMOKE [19] pro-
poses a CenterNet-style [43] 3D detector via keypoints es-
timation. Then, MonoFlex [42] proposes a flexible center
definition that unifies truncated objects and regular objects
and an uncertainty-based depth ensemble method. To better
find the bottleneck of purely monocular detectors, Mono-
DLE [25] examines the effects of each component in main-
stream methods. GrooMeD-NMS [14] introduces differen-
tial non-maximal suppression into the monocular 3D ob-
ject detection. MonoRUn [6] proposes to use the dense
correspondence between 2D and 3D space to learn the re-
construction and reproject processes. To better utilize the
geometry relationship in 3D and 2D space accompanying
uncertainty, GUPNet [22] proposes a geometry uncertainty
projection method to reduce the error in depth estimation.

Ground Plane Knowledge in the Monocular 3D Object
Detection There have been several attempts in using the
ground plane knowledge in monocular 3D object detection.
Mono3D [7] first tries to use the ground plane to generate
3D bounding box proposals. Besides, Ground-Aware [18]
introduces the ground plane in the geometric mapping and
proposes a ground-aware convolution module to enhance
the detection.

In the above works, the ground plane is defined based on
a fixed rule, that the camera height on KITTT is 1.65 meters.
In this way, all positions at a fixed height of -1.65 meters in
the 3D space would construct the ground plane. Different
from the strong hypothesis of the fixed ground plane at the
height of -1.65 meters, in this work, we propose a learnable
ground plane prior that is based on a more reasonable hy-
pothesis: objects should lie on the ground. As long as the
objects lie on the ground, the ground plane can be substi-
tuted with the bottom surface of object’s 3D bounding box.
In this way, the proposed ground plane prior with the ob-
jects’ bottom surface is object-wise adaptive and precise.

Depth Estimation in the Monocular 3D Object Detection
There are two kinds of mainstream depth estimation meth-
ods in the purely monocular 3D object detection, which are
direct regression [43] and geometry depth [4] derived from



the pinhole imaging model. Further, MonoFlex [42] ex-
tends the geometry depth to the diagonal keypoint depth by
averaging the geometry depth of diagonal paired keypoints.
Meanwhile, many works [6,22,34,42] adopt the uncertainty
along with the depth estimation to get better results.

In this work, with the help of the proposed ground plane
prior, we propose a novel depth estimation method differ-
ent from the above methods. It is a two-stage depth infer-
ence method that could get a more precise depth estimation
compared with the geometry depth. Moreover, the proposed
depth estimation can also adopt uncertainty and be extended
with diagonal paired keypoints.

3. Method

In this section, we elaborate on the details of our method.
First, we give a brief problem definition of monocular 3D
object detection. Second, we show how to utilize the ground
plane prior and generate dense grounded depths. Third, the
depth-align training strategy and two-stage depth inference
method based on the ground plane prior are discussed.

3.1. Problem Definition

The monocular 3D object detection task is to detect 3D
objects from monocular RGB images. Besides the RGB im-
age, calibration information (camera parameter matrix) can
also be adopted. Specifically, for each object, the 3D loca-
tion (z,y, z), size (h,w, 1), and orientation 6§ are required.
On the KITTI [ 1] dataset, pitch and roll angles are consid-
ered as zero, so only orientation 6 is considered.

Corresponding to the above targets, mainstream meth-
ods [19,25,42] divide the whole task into four subtasks,
which are 2D location, depth, size, and orientation estima-
tion tasks. As discussed in Sec. 1 and pointed out in [25],
depth estimation is the key bottleneck for monocular 3D
object detection. In this way, we focus on precise depth
estimation in this work.

3.2. Ground Plane Prior

To define the ground plane, we start from a reasonable
hypothesis that objects lie on the ground. This hypothe-
sis holds for all common objects like cars, pedestrians, and
cyclists. With this hypothesis, the ground plane can be sub-
stituted with the bottom surface of objects’ 3D bounding
box. For each object, we first get the bottom keypoints
k1, k2, k3, and k4 in the 3D space. Then we conduct ran-
dom sampling and interpolation on the 3D bottom surface
composed of the bottom keypoints. Denote R € RV*2 as
a random matrix with each element R;; € [0,1]. N is the
number of sampling points. The sampled dense points can
be written as:
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Figure 3. Illustration of the dense grounded depths. We first get the
bottom of object’s 3D bounding box, i.e., the ground plane. A ran-
dom sampling is conducted on the plane, and the sampled results
are projected to the image space to get dense grounded depths.

in which P3; € RN %3 contains all sampled points. Suppose
K33 is the camera parameter matrix. After the sampling,
these points are projected back to image space:

Pl = Ksxs P, )

in which Poy € RV*3, The i-th row of Py is [u; - 2, v; -
zi, 2i], in which u; and v; are the projected coordinates in
the image space, and z; is the corresponding depth at this
point. The illustration is shown in Fig. 3.

With the above formulation, we can get a dense and
grounded depth representation, which addresses the prob-
lem of sparse depth supervision in mainstream methods.
For the ill-posed 2D to 3D mapping problem, the dense
grounded depth provides the ground plane constraint and
makes it a well-posed problem, and the unique solution to
the mapping is the intersection of camera ray and ground
plane. Moreover, the irrelevant correlation problem is nat-
urally avoided since our formulation has no relation to the
object’s height. More importantly, the introduced ground
plane prior and dense grounded depth are derived from the
3D bounding box annotation, which can be easily accessed
and requires no other data sources like LiDAR and depth.

3.3. Detecting Objects with Dense Grounded Depth

With the dense grounded depth, a natural question is how
to use the ground plane prior to help the detecting of 3D ob-
jects. To answer this question, we start from three aspects in
this section, which are network design, depth-align training,
and two-stage depth inference.

Network Design The framework of our method is shown
in Fig. 4. We use DLA-34 [41] as our backbone net-
work. Then two branches are adopted, which are the ground
branch and the 3D branch. The ground branch is to predict
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Figure 4. Framework design of MonoGround. There are three main parts, which are ground branch, 3D branch and post processing. In the

post processing, n is the number of objects.

the grounded dense depth. The 3D branch is based on Cen-
terNet [43] and is to predict attributes like location, size,
orientation, efc.

In the 3D branch, we use MonoFlex [42] as our base-
line and simultaneously predict five kinds of outputs. The
first one is the heatmap, which is used to represent and
distinguish each object using its center. We follows the
same definition of object center c?4 as MonoFlex [42].
Heatmap can only predict rough locations due to quanti-
zation error. To get precise locations, we use offset maps
to regress the fine-grained locations. Besides regressing the
object center, we also use the offset map to regress other
ten points, which are eight projected 3D bounding box ver-
tices {k29, k24, ... k29} and two projected bottom b>?
and top t2¢ centers. The regression target of the offset map
is shown in Fig. 5, and we have:

5. =P LidJ
S S (3)
s.t. pe{c??, kfd, e 7k:gd7 b2d 24}

in which S is the output stride of the heatmap, and |-] is
the floor function. Suppose 5; is the ground truth, the loss
function of the offset map can be written as:

>
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Moreover, we also predict the size, orientation, and direct
depth maps in the 3D branch as the baseline MonoFlex.

In the ground branch, we use dilated coord convolutions
to get the final prediction of grounded depth. The rea-
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Figure 5. Illustration of the regression targets of the offset map.

son why we use dilated convolution is that the predicted
grounded depth is mostly occluded by the object, as shown
in Fig. 3. So we use dilated convolution to expand the recep-
tive field of the network, and thus the surrounding ground
plane can be seen by the network. In this way, the grounded
depth can be better estimated. Moreover, coord convolu-
tions [17] are also adopted for the following two reasons.
First, the estimation of grounded depth is related to both
the visual and positional features. Plain convolution can
only provide visual features, while coord convolution can
integrate both visual and positional features. Second, from
Eq. (2) we can see that the 3D coordinates (z,y, z) (z is
the depth) is a linear transformation of 2D coordinates. The
coord convolutions can explicitly concatenate the 2D coor-
dinates in the convolution and make it an external hint to
realize a better estimation of depth.

In the post processing, we first get the 2D locations of the
11 keypoints as Eq. (3), then we get the geometry depth [4]:

f-h
z="—, ®)

haa
where f is the focal length, h is the predicted object height,
and hyg is the pixel height obtained from 2D locations b9
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Figure 6. Demonstration of the depth-align training.

and ¢2¢. We also extend the geometry depth by averaging
the geometry depth of diagonal keypoints as [42]. At last
the final depth is obtained by an uncertainty-based voting
from seven depths 2.4 (1 direct depth, 3 geometry depths,
3 grounded depths that will be discussed in Fig. 7 and the
two-stage depth inference paragraph):

. :<§7:%>/<§7:1> (6)
final o o )
i=1 =1

where o; is the predicted uncertainty along with the depth.

Depth-Align Training After obtaining the prediction
map of grounded depth, how to train this map is a major
problem. There exists an issue of misalignment between
the prediction map and projected dense grounded depths.
The projected dense grounded points are scattered across
the prediction map with arbitrary locations, while the pre-
diction map is composed of uniform grids. In other words,
the prediction map can only work with integer locations,
while the projected dense grounded points are distributed in
non-integer locations. To solve this problem, we propose a
depth-align training method, as shown in Fig. 6.

The forward calculation of depth-align training is the
same as the bilinear interpolation. = Suppose the pro-
jected grounded point is (u;,v;) with a depth of z;, and
{91, 92, 93,94} are the four clockwise surrounding grid
points from the left upper corner. Then the forward cal-
culation can be written as:

A =i — wi, A = [ug] —uy,
Az =v; — |vi], A= [vi] =g, @)
pred; =A2Aag1 + AAag2 + A1A3g3 + A2A39a4,
in which | -] and [-] are the floor and ceiling functions, and
pred; is the prediction of depth. Then the loss can be:

N

Laa = Y _ |2 — predi|. (8)

i=1

The variables z;, u;, and v; are obtained from the P54 in
Eq. (2). In this way, we can directly optimize the dense
depths with non-integer locations, and the backward calcu-
lation is to pass the gradient to the surrounding grids ac-
cording to the weights of the bilinear interpolation.
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(b) The proposed two-stage depth inference.

Figure 7. Illustration and comparison of different depth inference
methods.

Two-stage Depth Inference In CenterNet-style [43] in-
ference, objects are represented by coarse grid points on the
feature map, and all other attributes are predicted from the
features at the points at once. In this work, we call this
one-stage inference. However, the coarse grid points can
only reflect the rough location of objects, and this is why
we need to further regress the difference between ground
truth locations and rough grid locations.

With the help of the densely trained grounded depth map,
we can achieve more precise depth estimation compared
with the original CenterNet-style depth inference by using
the regressed fine-grained locations instead of rough grid
locations. Suppose |c2¢/S| is the center predicted from
the heatmap. We first apply the regressed offset to the cen-
ter to obtain the fine location b2¢/S = [c29/S| + yz2a,
then we use the interpolation as Eq. (7) on the prediction
of ground branch to get the precise depth. Since b%? is the
bottom center of the object, the obtained grounded depth of
b2 is exactly the same as the depth of ¢22, i.e., the depth of
object center. The illustration and comparison of different
depth inference methods are shown in Fig. 7.

Similarly, we can obtain precise grounded depth for the
keypoints {k29, k29, k24, k29}. According to the 3D ge-
ometry, the center depth equals to the average depth of the
diagonal keypoints. In this way, we can get another two
depth estimations from keypoints k24, k2¢ and k2%, k24
by averaging the obtained diagonal results. Since we utilize
the regression results before conducting depth estimation,
we call this two-stage depth inference.

It is worth mentioning that this kind of precise two-stage
depth inference can only be carried out with the help of the
proposed ground plane prior because this process needs the



ability to obtain depths from any given non-integer location,
i.e., interpolating across densely trained grounded depth
maps. Previous works are mainly designed to cope with the
sparse and non-grounded depth supervision, which is hard
to adopt a similar two-stage depth inference.

4. Experiments
4.1. Implementation Details

Dataset' In this work, we use KITTI [11] vision bench-
mark to evaluate and test our method. KITTI vision bench-
mark is a multimodal and multi-task dataset. We use the
data from the 3D object detection track, which contains
7481 training images and 7518 testing images. Besides the
RGB images and camera calibration matrices, no other data
is utilized in our work. We also follow the split from [§]
which divide the whole 7481 training images into a train
set (3712) and a val set (3769).

Metrics We use the 3D average precision with 40 recall
positions [35] AP3p|r4o under three different difficulties
(easy, moderate, hard) as our main evaluation metrics. Bird-
eye view (BEV) detection is also adopted as our evaluation
metrics. To better compare the performance of depth esti-
mation, we also use the mean percentage error (MPE) as
our metric:

pred; — gt;

prs : €))

MPE:Z

Training Details The size of the input image is padded
to 384x 1280, and random horizontal flip augmentation is
utilized. In the ground branch, we use two successive 3x3
Conv-BN-ReLU layers and one output convolution layer.
All convolutions in the ground branch are coord convolu-
tions [17], and their dilations are set to 2. For each object,
the number of sampling points of dense grounded depth is
the same as the polygon area of the projected bottom quadri-
lateral. The biggest number of sampling points does not
exceed 5500 on KITTL

We use PyTorch [29] to implement our method and
train it with RTX 2080Ti GPU. AdamW [21] optimizer is
adopted with a learning rate of 3e-4 and a weight decay of
le-5. The batch size is set to 8, and the number of training
epochs is set to 100. The learning rate will be decayed by a
factor of 0.1 at the 80th and the 90th epochs.

4.2. Ablation Study

In this section, we discuss our method from two aspects,
which are the effectiveness of the grounded depth, the abla-
tion of each component in the ground branch.

'We also add the experiments on NuScenes [3] in our open-source code
repository.

Effectiveness of the Grounded Depth To examine the
effectiveness of the grounded depth, we compare the MPE
of our method and the widely used geometry depth estima-
tion methods. The results are shown in Fig. 8. “Geo” means
using the geometry depth estimation, and “Gnd” means us-
ing the grounded depth. The postfixes “13” and “24” means
using the average depths from diagonal keypoints k1, k3
and ko, k4, respectively.
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Figure 8. The mean percentage errors (MPEs) of the geometry
depths and the grounded depths (lower is better).

From Fig. 8, we can see that the proposed grounded
depth outperforms the widely used geometry depth in all
settings. This shows the effectiveness of the grounded depth
and the idea of introducing the ground plane prior.

Ablation Study on the Ground Branch To verify the ef-
fectiveness of the design of the ground branch, we show the
ablation study in this section, as shown in Tab. 1.

Table 1. Ablation study on the KITTI val set. We use the average
AP3p|r4o With a IOU threshold of 0.7 is used as the evaluation
metric. “sp.” means adding the grounded depth branch, but with
the sparse supervision as the conventional depth training. “de.”
means adding the dense grounded depth branch. “co.” means the
coord convolution is adopted. “di.” means using the dilated con-
volution.

Setting Easy Moderate Hard
Baseline 22.18 16.37 13.98
Baseline+sp. 19.23 14.14 11.84
Baseline+de. 20.54 15.54 13.34
Baseline+de.+co. 21.54 16.23 13.84
Baseline+de.+di. 22.65 16.67 14.37

Baseline+de.+co.+di. 22.98 17.37 14.78

We can see that the introduced grounded depth with
dense training outperforms that with the sparse supervision.
Moreover, the coord and dilated convolution also gains bet-
ter performance as discussed in Sec. 3.3.



Table 2. Comparison on the KITTI test set for the car class. The results are tested on the KITTI testing server.

Extra Runtime AP3piRrao BEV

Method Year Data (ms) easy moderalte hard easy moderate  hard
Decoupled-3D [4]  AAAI20 Depth - 11.08 7.02 5.63 23.16 14.82 11.25
MonoPSR [13] CVPR19 LiDAR 200 10.76 7.25 5.85 18.33 12.58 9.91
AM3D [24] ICCV19 Depth 400 16.50 10.74 9.52 25.03 17.32 1491
PatchNet [23] ECCV20 Depth 400 15.68 11.12 10.17 22.97 16.86 14.97
DA-3Ddet [40] ECCV20 Depth - 16.80 11.50 8.90 - - -

D4LCN [10] CVPR20 Depth - 16.65 11.72 9.51 22.51 16.02 12.55
Kinem3D [2] ECCV20  Multi-frames 120 19.07 12.72 9.17 26.69 17.52 13.10
PCT [38] NeurIPS21 Depth 45 21.00 13.37 11.31 29.65 19.03 15.92
CaDDN [31] CVPR21 LiDAR 63 19.17 13.41 11.46 27.94 18.91 17.19
DFR-Net [45] ICCV21 Depth 180 19.40 13.63 10.35 28.17 19.17 14.84
AutoShape [20] ICCV21 CAD Models 50 22.47 14.17 11.36 30.66 20.08 15.59
M3D-RPN [1] ICCV19 No 160 14.76 9.71 7.42 21.02 13.67 10.23
SMOKE [19] CVPRW20 No 30 14.03 9.76 7.84 20.83 14.49 12.75
MonoPair [9] CVPR20 No 57 13.04 9.99 8.65 19.28 14.83 12.89
MonoDLE [25] CVPR21 No 40 17.23 12.26 10.29 24.79 18.89 16.00
MonoRUn [6] CVPR21 No 70 19.65 12.30 10.58 27.94 17.34 15.24
GrooMeD [14] CVPR21 No 120 18.10 12.32 9.65 26.19 18.27 14.05
MonoRCNN [34] ICCVv21 No 70 18.36 12.65 10.03 25.48 18.11 14.10
DDMP-3D [37] CVPR21 No 180 19.71 12.78 9.80 28.08 17.89 13.44
MonoEF [44] CVPR21 No 30 21.29 13.87 11.71 29.03 19.70 17.26
MonoFlex [42] CVPR21 No 30 19.94 13.89 12.07 28.23 19.75 16.89
GUPNet [22] ICCV2l No 30 20.11 14.20 11.77 - - -

MonoGround No 30 21.37 14.36 12.62 30.07 20.47 17.74

Table 3. Comparison on the KITTI val set for the car class. * means we use the results from the official open-source code, which are

slightly different from the reported results.

Method AP3p|r4o @I0U=0.7 BEV@IOU=0.7 AP3p|r4o @IOU=0.5 BEV@IOU=0.5
easy moderate hard easy moderate hard easy moderate hard easy moderate hard
CenterNet [43] 0.60 0.66 0.77 346 331 321 2000 17.50 1557 3436 2791 24.65
MonoGRNet [30] 11.90 746 576 1972 12.81 10.15 47.59 3228 2550 4853 3594 28.59
MonoDIS [35] 11.06 7.60 637 1845 1258 10.66 - - - - - -
M3D-RPN [1] 1453 11.07 865 2085 15.62 11.88 4853 3594 2859 5335 39.60 31.76
MoVi-3D [36] 1428 11.13 9.68 2236 17.87 1573 - - - - - -
MonoPari [9] 1628 1230 1042 2412 18.17 1576 5538 4239 3799 61.06 47.63 4192
MonoDLE [25] 1745 13.66 11.68 2497 1933 17.01 5541 4342 3781 60.73 46.87 41.89
GrooMeD [14] 19.67 1432 11.27 2738 19.75 1592 55.62 41.07 32.89 61.83 4498 36.29
GUPNet [22] 22776 1646 1372 31.07 2294 19.75 57.62 4233 3759 61.78 47.06 40.88
MonoFlex* [42] 2422 1734 15.13 31.65 2329 20.02 60.70 45.65 3991 6626 4930 4442
MonoGround 2524 18.69 1558 32.68 2479 20.56 62.60 47.85 4197 67.36 51.83 45.65

4.3. Performance Evaluation

We report the evaluation results on the both KITTI test
and val sets. The results for the car class are shown in
Tabs. 2 and 3. From Tab. 2 we can see that our method out-
performs all other purely monocular methods while main-
taining a fast speed in real-time. When compared with the
methods using extra data sources, our method still gets the
highest performance in the “moderate” and “hard” setttings.
Similar results can also be seen in Tab. 3. Moreover, we
can see that our method has a relatively large performance

gap compared with other methods. When the intersection
over union (IOU) is set to 0.5, the performance gap becomes
larger(~2%).

We also show the results for the pedestrian and cy-
clist classes on the KITTI test set. As shown in Tab. 4,
our method still performs well on these two classes. Our
method obtains the best results for the cyclist class and the
second-best results for the pedestrian class. A potential rea-
son for the relatively low performance for the pedestrian
class is that the pedestrians’ sizes (width and length) are rel-



Figure 9. Visualization of the detection results on the KITTI test set.

Table 4. The performance of the AP3p|r4o on the KITTI fest set
for the pedestrian and cyclist classes. “mod.” means moderate.

Pedestrian
easy mod. hard

M3D-RPN [1] 492 348 294 0.94 0.65 0.47
DDMP-3D [37] 493 3.55 3.01 4.18 2.50 2.32
Movi3D [36] 899 544 457 1.08 0.63 0.70
MonoPair [9] 10.02 6.68 5.53 3.79 2.12 1.83
MonoFlex [42] 943 631 526 4.17 235 2.04
MonoDLE [25] 9.64 6.55 5.44 459 2.66 2.45
MonoRUn [6] 10.88 6.78 5.83 1.01 0.61 048
GUPNet [22] 14.72 9.53 7.87 4.18 2.65 2.09
MonoGround 12.37 7.89 7.13 4.62 2.68 2.53

Cyclist

Method easy mod. hard

atively small compared with cars and cyclists. In this way,
the bottom rectangle of the 3D bounding box is small and
the projected area on the ground is small. It would be hard
to conduct random sampling on this small area as shown
in Fig. 3. So the performance increases for the pedestrian
class is not as large as other classes. However, our method
still outperforms other methods (except GUPNet) by a rela-
tively big margin for the pedestrian class (~2%, ~1%, and
~1.5% for the “easy”, “moderate”, and “hard” settings).

4.4. Visualization

In this section, we show the visualization results of the
proposed method on the KITTI test set, as shown in Fig. 9.
We can see that our method gives good visualization results
in detecting various 3D objects.

5. Conclusion and Limitation

In this work, we have proposed a monocular 3D ob-
ject detection method termed as MonoGround, which in-
troduces the ground plane prior in monocular 3D object
detection. The introduced dense grounded depth with the
ground plane prior requires no extra data sources like Li-
DAR, stereo images, and depth images. Moreover, we
also have proposed a depth-align training strategy and a
two-stage precise depth inference method to cope with the
introduced dense grounded depth in the network. The
proposed depth inference method can be easily extended
with uncertainty and has outperformed the conventional ge-
ometry depth inference method. With these components,
MonoGround has achieved state-of-the-art performance on
KITTI while maintaining a very fast real-time speed.

However, there is a limitation in this work. As discussed
in Sec. 4.3, the introduced ground plane prior needs a ran-
dom dense sampling process, which is less friendly for ob-
jects with a small bottom surface like pedestrians, since the
sampled points and depths could be rare. Although we still
get the second-best result for the pedestrian class, this could
be a direction for the future work.
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