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Abstract

Though image-level weakly supervised semantic seg-
mentation (WSSS) has achieved great progress with Class
Activation Maps (CAMs) as the cornerstone, the large su-
pervision gap between classification and segmentation still
hampers the model to generate more complete and pre-
cise pseudo masks for segmentation. In this study, we
propose weakly-supervised pixel-to-prototype contrast that
can provide pixel-level supervisory signals to narrow the
gap. Guided by two intuitive priors, our method is exe-
cuted across different views and within per single view of an
image, aiming to impose cross-view feature semantic con-
sistency regularization and facilitate intra(inter)-class com-
pactness(dispersion) of the feature space. Our method can
be seamlessly incorporated into existing WSSS models with-
out any changes to the base networks and does not incur
any extra inference burden. Extensive experiments manifest
that our method consistently improves two strong baselines
by large margins, demonstrating the effectiveness. Specif-
ically, built on top of SEAM, we improve the initial seed
mIoU on PASCAL VOC 2012 from 55.4% to 61.5%. More-
over, armed with our method, we increase the segmentation
mIoU of EPS from 70.8% to 73.6%, achieving new state-of-
the-art.

1. Introduction

Benefiting from large-scale pixel-level annotations, se-
mantic segmentation [38] has achieved remarkable progress
in recent years. However, obtaining such precise pixel-
wise annotations is laborious and time-consuming. To re-
lieve this burden, many works resort to weakly supervised
semantic segmentation (WSSS) that aims at learning seg-
mentation models from weak labels such as image tags
[2, 21, 22, 27, 32, 53, 62], bounding boxes [39], points [4]
and scribbles [47]. Among them, image-level WSSS that
requires only image tags has been extensively studied in the
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Figure 1. Initial seed quality vs. segmentation performance. Our
method enables consistent performance improvements over state-
of-the-arts, i.e., SEAM [53] and EPS [32], without bringing any
changes to the base networks during inference.

computer vision community.
Image-level WSSS is a challenging task since the image

tags indicate only the existence of object categories and do
not inform accurate object locations that are essential for se-
mantic segmentation. To tackle this issue, Class Activation
Maps (CAMs) [67] that identify which parts of the image
contribute the most to the classification have been widely
adopted to roughly estimate the regions of the target ob-
jects. The regions, also known as seeds, are used to gener-
ate pseudo ground truths for training segmentation models.
However, CAMs only cover parts of objects, resulting in in-
accurate and incomplete supervision. This issue is rooted in
the supervision gap between the classification and the seg-
mentation tasks. Specifically, classification networks super-
vised by image tags tend to focus on the most discrimina-
tive regions of objects for achieving a better performance
of correctly tagging the image, while the segmentation task
requires pixel-level supervision to assign a category to each
pixel within the whole image. Narrowing down the super-
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vision gap is crucial for WSSS, motivating us to explore
pixel-wise supervisory signals that are complementary to
image tags.

Inspired by the compelling contrastive self-supervised
algorithms [20], we develop a novel weakly-supervised
pixel-to-prototype contrastive learning method for WSSS,
which can provide pixel-level supervision to improve the
quality of CAMs and the performance of segmentation. Our
method is based on two implicit but valuable priors: (i)
features should retain semantic consistency across differ-
ent views of an image; and (ii) pixels sharing the same la-
bel should have similar representations in the feature space,
and vice versa. With these priors as guidelines, the pixel-
to-prototype contrast is executed across different views and
within per single view of each image, respectively, leading
us to the cross-view contrast and intra-view contrast.

Our method is instantiated with a unified pixel-to-
prototype contrastive learning formulation, which shapes
the pixel embedding space through a prototype-based met-
ric learning methodology. The core idea is pulling pixels
together to their positive prototypes and pushing them away
from their negative prototypes to learn discriminative dense
visual representations. In our method, a prototype is defined
as a representative embedding of a category. It is estimated
from pixel-wise feature embeddings with the top activations
in the CAMs. During learning, the polarity of each proto-
type is determined by the pseudo label of each pixel coupled
to it in the current mini-batch. However, when generating
pseudo masks from CAMs, there emerges a tricky problem:
the over-activated and under-activated regions may corrupt
the contrastive learning, especially the intra-view contrast.
To alleviate this issue, we adopt two strategies: semi-hard
prototype mining and hard pixel sampling to reduce the in-
accurate contrasts as well as better utilize hard samples.

Recently, Wang et al. [53] propose SEAM to mitigate the
supervision gap issue with a CAM equivariance constraint
that enforces the CAMs to have the same spatial transforma-
tion as the input images. Our method has two major differ-
ences. Firstly, our method imposes regularizations to pixel-
level features, enforcing the pixel embedding to be simi-
lar to the positive prototype and dissimilar to negative pro-
totypes, while SEAM calculates consistency loss between
CAMs of different views of the same image. Moreover,
both cross-view and intra-view regularizations are consid-
ered in our work, while SEAM only integrates equivariant
regularization across views.

Our method can be seamlessly incorporated into exist-
ing WSSS models without any changes to the base net-
works. It requires only additional common projectors dur-
ing training and does not incur an extra inference burden.
Experiments demonstrate that our method improves state-
of-the-art models by large margins. As shown in Fig. 1, our
method consistently improves two strong baseline models

w.r.t. both initial seed qualities and segmentation perfor-
mance. We also validate our method through an extensive
ablation study, where we find that each component con-
tributes substantial performance improvements.

To summary, our main contributions are as follows:

• We propose weakly-supervised pixel-to-prototype
contrast for WSSS. It enables the pixels to receive su-
pervision from the reliable prototype of each class un-
der the WSSS setting, which substantially narrows the
gap between classification and segmentation.

• We propose to perform pixel-to-prototype contrastive
learning both within a view and across different views
of an image, which significantly improves the qualities
of CAMs and the subsequent segmentation masks.

• Our method shows impressive results, surpassing base-
line models by large margins and achieving the top per-
formance on the standard benchmark.

2. Related Work
Image-level WSSS. WSSS with image-level labels has
achieved significant progress under the pipeline of first gen-
erating pseudo masks then training a semantic segmentation
network. Recent methods for WSSS rely on CAMs [67] to
inform object locations by discovering image pixels that are
informative for classification. However, CAMs can only
highlight the most discriminative regions of objects, thus
offering incomplete pseudo masks. Substantial efforts have
been devoted to resolving this issue. They intend to com-
plete the CAMs by enforcing networks to pay more atten-
tion to non-discriminative object regions using strategies
such as region erasing [18,54], region supervision [25], and
region growing [19,43]. Some other works refine the CAM
by an iterative solution. For instance, PSA [2] and IRN [1]
propose to propagate local responses to nearby areas which
belong to the same semantic entity via random walk.

The inherent reason for the above issue is due to the
supervision gap between classification and segmentation.
Noticing this, many researchers explore to use additional
supervision, such as multi-level feature maps [26], accu-
mulated feature maps [21], cross-image semantics [15, 45],
sub-categories [5], saliency maps [32,60], and CAM consis-
tency constraints [53], to narrow the gap. These approaches
are simple but achieve encouraging performance.
Contrastive Learning. Contrastive learning (CL) [20] has
shown great potential in learning discriminative represen-
tations without labels. The core idea of CL is to use the
InfoNCE loss [40] to measure how well a model can clas-
sify a feature representation from a set of unrelated negative
samples. For example, [58] learns feature representations at
the instance level with a memory bank, where they try to
maximally scatter instance embeddings over a unit sphere.
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Figure 2. The overall pipeline of our proposed pixel-to-prototype contrast for WSSS. A(·) is a spatial transformation for augmenting
training samples. fCAM , fproj are implemented by 1×1 convolutional layer followed by ReLU. fest represents the prototype estimation
process and p{S,T} represent the generated prototypes. L2 denotes per-pixel L2 normalization. The argmax function is conducted per-pixel
along the channel dimension and returns the index of the maximum value.

MoCo [17] matches an encoded feature to a dynamic dic-
tionary which evolves with a momentum updating strategy.
SimCLR [9] presents a simple framework that engenders
negative samples from large mini-batches.

Further, Khosla et al. [24] extend the self-supervised
contrastive approach to the fully-supervised setting. A su-
pervised contrastive loss is put forward to effectively lever-
age label information, enabling intra-class compactness and
inter-class dispersion of the feature space. Wang et al. [52]
propose dense contrastive learning that works at pixel-level
and achieves superior performance than MoCo on down-
stream dense prediction tasks. In addition, Li et al. [33] pro-
pose to facilitate contrastive learning with clustering. They
propose ProtoNCE loss that absorbs the advantages of con-
trastive learning and cluster-based unsupervised represen-
tation method [48], showing substantial improvements on
several benchmarks.
Contrastive Learning in Segmentation. Recently, many
studies leverage contrastive learning to promote image seg-
mentation. These works utilize pixel-level or patch-level
contrastive learning to improve semantic segmentation un-
der fully supervised [50], semi-supervised [3], weakly-
supervised [22], and unsupervised [49] settings. Caron et
al. [22] improve WSSS by pixel-to-segment contrast, where
they assume the segments are known in advance. In their
work, they use SEAM to generate CAMs. Instead, we build

on top of existing WSSS methods and directly produce bet-
ter quality seeds for segmentation. Recently, some stud-
ies apply contrastive learning to domain adaptation [35] and
few-shot [36] semantic segmentation, also showing impres-
sive results.
Consistency Regularization. Consistency regularization is
a hot topic in the field of semi-supervised semantic seg-
mentation. The idea is to enforce semantic or distribution
consistency between various perturbations, such as image
augmentation [23] and network perturbation [10, 64]. For
example, Ke et al. [23] enforce cross probability consis-
tency; Chen et al. [10] impose consistency regularization
on two networks perturbed with different parameters for the
same input image. The common goal of such methods is
to construct appropriate supervisions by imposing consis-
tency regularization, which greatly improves segmentation
performance of semi-supervised segmentation. However,
this idea is rarely studied in the case of weakly supervised
segmentation. Our proposed cross-view pixel-to-prototype
contrast can be regarded as imposing feature semantic con-
sistency regularization across different views of each image.

3. Methodology

Our method can be interpreted as a regularization term
that is adaptable to any existing WSSS framework without



changing the inference procedure. The overall loss func-
tion for training such a model is the linear combination of
the cross-view contrastive lossLcross and the intra-view con-
trastive loss Lintra:

Lcontrast = αLcross + βLintra (1)

where α, β are two positive constants.
In this section, we first review how to generate CAMs,

then introduce our proposed pixel-to-prototype contrast and
how to estimate the prototypes, and finally elaborate on
applying contrastive learning across different views and
within per single view of each image. The framework of
our method is illustrated in Fig. 2. Following the common
practice, we first generate pixel-wise pseudo masks with our
proposed method, then use them to train a DeepLab [6, 8]
segmentation network.

3.1. Preliminary

We begin with a brief review on how CAMs are gen-
erated by visualization technique. Given a CNN (e.g.
ResNet38 [57]), we denote the last convolutional feature
maps by f ∈ RD×HW , whereHW is the spatial size andD
is the channel dimension. A Global Average Pooling (GAP)
operation is applied to aggregate the feature maps. Next, a
fully connected layer with parameters w ∈ RC×D is ap-
plied to retrieve the class scores. Here, C is the number of
classes. Formally, the score for class c is obtained as

sc =
1

HW

D∑
j=1

wc,j

∑
i

f j,i (2)

After that, the CAM mc for class c is given by:

mc = ReLU

 D∑
j=1

wc,jf j,:

 (3)

It is worth noticing that a theoretically equivalent and
much convenient way to compute CAMs is directly select-
ing the feature maps of the last convolutional layer [66].
Given the feature maps f , we can add an additional con-
volutional layer which consists of C kernels with a size of
1× 1 and stride 1 on top of f to obtain f ′ ∈ RC×HW . The
score for class c is then computed by applying GAP to f ′.
The maps f ′ followed by ReLU function is directly used as
the CAMs. In this paper, we follow this way for computing
the CAMs.

3.2. Pixel-to-Prototype Contrast

Given the CAM of an image, we use a pixel-wise
argmax function to generate the pseudo mask y, i.e., y =
argmax(m), which determines the category of each pixel.
For each category, there exists a representative embedding,

Image

Pseudo Mask

Projected Feature Space Pixel-to-Prototype Contrast

Figure 3. Illustration of the pixel-to-prototype contrast in the pro-
jected feature space. Pixel embeddings (circles) and prototypes
(squares) of the same color are of the same category.

i.e., the prototypes, denoted byP = {pc}Cc=1. Our goal is to
learn discriminative feature embedding for each pixel aided
by contrastive learning in a projected feature space. The
idea is shown in Fig. 3. We first obtain pixel-wise projected
feature vi ∈ R128 by a projector, which is implemented
with a 1 × 1 convolutional layer followed by ReLU. Then,
given vi and P , the pixel-to-prototype contrast F(·) holds
the following formulation:

F(vi; yi; P) = −log
exp(vi · pyi

/τ)∑
pc∈P

exp(vi · pc/τ)
(4)

where yi ∈ [1, 2, ..., C] is the pseudo label of pixel i, which
determines the positive prototype pyi

. τ is the temperature
parameter, which is set to 0.1 following a common practice.

3.3. Prototype Estimation

We further describe how we generate the prototypes. A
possible solution is to mine the pixel-level semantic struc-
ture through clustering, as done in unsupervised semantic
segmentation [11]. However, in the case of weakly super-
vised setting, this approach cannot make full use of im-
age tag information and usually requires over-clustering to
achieve better performance [5, 48]. The resulting clusters
generally cannot well match the true categories.

In this work, we treat the pixel-wise CAM values as the
confidences and propose to estimate the prototypes from
pixel-wise feature embeddings that are with the highest con-
fidences. Specifically, for all pixels assigned to class c, we
empirically choose the ones with top K confidences to es-
timate the prototype. The prototype pc is computed as a
weighted average of the projected pixel-wise embeddings:

pc =

∑
i∈Ωc

mc,ivi∑
i′∈Ωc

mc,i′
(5)

where Ωc is the collection of top K pixels of class c, and
each pixel i has CAM value mc,i. A subsequent L2 nor-



malization is applied to each prototype. Here, K is a hyper-
parameter and a smaller K means higher confidence for
computing the prototype.

Moreover, in order to capture the global context of the
entire dataset, we compute prototypes across the training
batch, that is, choosing pixels with the highest CAM values
in the whole training batch.

3.4. Cross-view Contrast

Given the formulation of pixel-to-prototype contrastive
loss shown in Eq. (4), we describe in detail how we ap-
ply cross-view contrast under the guidance of the cross-
view semantic consistency. Specifically, given an image
as the source view S, we generate a target view T by a
spatial transformation A(·), as shown in Fig. 2. Then, the
two views are encoded using a pre-trained CNN backbone,
which are further processed to obtain two CAMs. We ap-
ply the same transformation A(·) to the feature map and the
CAM of the source view, with the same purpose as [53].

Cross Prototype Contrast. Considering that there
should be semantic consistency between the two views, the
prototype from one view can serve as supervisory signal
to another view, and vice versa. Precisely, given a pixel i
with its pseudo label yi ∈ [1, 2, ..., C] and the projected
feature embedding vi, the prototypes P ′ = {p′c}Cc=1 from
another view are borrowed to impose regularization to the
current view. With the definition of pixel-to-prototype con-
trast shown in Eq. (4), the cross prototype contrastive loss
is calculated by

Lcp =
1

|I|
∑
i∈I
F(vi; yi; P ′) (6)

where I denotes the whole image and |·| represents the car-
dinality.

Cross CAM Contrast. Furthermore, the CAM from one
view can be utilized to impose consistency regularization
to another view as well. The CAM determines the pseudo
mask of a view. Thus, for a pixel i with prototypes P from
its own view, we utilize the pseudo label y′i from another
view to determine the positive prototype and negative pro-
totypes. Analogously, the cross CAM contrastive loss can
be written as:

Lcc =
1

|I|
∑
i∈I
F(vi; y′i; P) (7)

It is noticeable that the cross-view contrast is symmetri-
cal, since both source view and target view can serve as the
current view for computing Lcp and Lcc. Eventually, the re-
spective Lcp and Lcc of the two views are added together as
the total cross-view contrastive loss Lcross. For simplicity,
we only present the formulation of one view as follows:

Lcross = Lcp + Lcc (8)

3.5. Intra-view Contrast

Intra-view Contrast. According the second hypothe-
sis of intra-class compactness and inter-class dispersion, we
further propose intra-view contrast that is conducted within
per single view of each image. As opposed to the cross-
view contrast, for a pixel i with pseudo label yi, the intra-
view contrast takes prototypes P from the current view to
perform pixel-to-prototype contrastive learning:

Lintra =
1

|I|
∑
i∈I
F(vi; yi; P) (9)

The intra-view contrast is conducted on both views, and
we do not list the symmetrical form in Eq. (9) for simplicity.
However, we experimentally find that trivially introducing
Lintra could cause performance degeneration. The reason is
that there are no precise pixel-wise annotations in the case
of weakly supervised setting, the pseudo label yi assigned
to pixel i could be inaccurate, resulting in inaccurate con-
trasts. Motivated by the hard example mining strategies in
contrastive learning [42, 50], we alleviate this issue by in-
troducing semi-hard prototype mining. Moreover, we also
adopt a hard pixel sampling strategy to focus more on pixel
samples hard for segmentation.

Semi-hard Prototype Mining. For a pixel i, the as-
signed label yi determines the positive prototype pyi

and
negative prototypes PN = P\pyi

. Inspired by [50], rather
than directly using PN , we adopt semi-hard prototype min-
ing: for each pixel, we first collect the top 60% hardest neg-
ative prototypes, from which we choose 50% as the negative
samples to compute the intra-view contrastive loss.

Here, a remaining question is how to define ‘harder’ pro-
totypes. Following [50], for pixel i, we view the prototypes
except pyi

with dot products to pixel feature embedding vi

closer to 1 to be harder, i.e., prototypes that are similar to
the pixel.

Hard Pixel Sampling. We also introduce hard pixel
sampling to make better use of hard pixels. Specially, in-
stead of using all pixels belonging to a prototype pc to cal-
culate the intra-view contrastive loss, we adopt a per-class
pixel sampling strategy: for each class, half of the pixels are
randomly sampled and half are the hard ones.

Unlike [50], in this part, we define ‘harder’ pixels with-
out ground truth during training. For a prototype pc, we
view the belonging pixels with dot products to pc closer to
−1 to be harder, i.e., pixels that are dissimilar to the pro-
totype. The definition of ‘harder’ pixels is exactly the op-
posite of ‘harder’ prototypes, as the pixel far away from
the corresponding prototype requires more attention to be
pulled closer to the prototype in order to improve intra-class
compactness.

We experimentally prove that equipped with the two
strategies, we mitigate the effect of incorrect contrasts and



make better use of hard examples, which further improves
performance.

4. Experiment

4.1. Datasets and Baselines

Datasets. We evaluate our proposed method on PAS-
CAL VOC 2012 segmentation dataset [12], the standard
benchmark for WSSS. The dataset consists of 21 classes
including a background, with 1,464, 1,449, and 1,456 im-
ages for train, validation, and test set, respectively. Follow-
ing the common practice in semantic segmentation, we use
the augmented train set that consists of 10,582 images [16]
for training. We report the mean Intersection-over-Union
(mIoU) for evaluation, and the mIoU on the VOC test set is
obtained from the official evaluation server.

Baselines. We choose two strong models, SEAM [53]
and EPS [32] as our baselines. SEAM proposes a CAM
equivariant regularization to narrow the supervision gap.
EPS utilizes saliency maps as an additional supervision.
They achieve state-of-the-art performance for WSSS. We
build on top of these models to evaluate the effectiveness of
our proposed method.

4.2. Implementation Details

Following SEAM and EPS, ResNet38 is adopted as the
backbone network with output stride equals 8. The im-
ages are randomly rescaled to the range of [448, 768] by
the longest edge and then cropped by 448×448 as the input
size of the network following [53]. We use rescale transfor-
mation that resizes the source image to a size of 128× 128,
keeping the multiple of the output stride. This is slightly
different from SEAM, but the rescaling degree is nearly the
same. The CNN backbone and projector share weights be-
tween the two views. The projected features used for con-
trastive loss have a dimension of 128. When imposing our
proposed contrastive regularization Lcontrast to SEAM and
EPS, we set α = 0.1 and β = 0.1 in order to keep balance
with classification loss. We follow the training and infer-
ence procedure in SEAM and EPS, including the training
epoch, learning rate, learning rate decay policy, weight de-
cay rate, and optimizer.

After generating the pseudo masks, we train three se-
mantic segmentation networks to make fair comparisons
with the baseline models. Concretely, DeepLab-LargeFOV
with ResNet38 is trained to make comparison with SEAM;
DeepLab-LargeFOV and DeepLab-ASPP with ResNet101
are trained to make comparison with EPS, respectively.
During inference, we adopt multi-scale and flip operations
as done in previous works. Standard dense CRF is used as
a post-processing procedure to refine the final segmentation
masks.

Table 1. Evaluation (mIoU (%)) of the initial seed (Seed), the
seed with CRF (+CRF), and the pseudo mask (Mask) refined by
PSA [2] on PASCAL VOC 2012 train set.

Method Venue Seed +CRF Mask
PSA [2] CVPR’18 48.0 - 61.0
Chang et al. [5] CVPR’20 50.9 55.3 63.4
CONTA [62] NIPS’20 56.2 65.4 66.1
EDAM [56] CVPR’21 52.8 58.2 68.1
AdvCAM [31] CVPR’21 55.6 62.1 68.0
ECS-Net [46] ICCV’21 56.6 58.6 -
OC-CSE [28] ICCV’21 56.0 62.8 66.9
CPN [63] ICCV’21 57.4 - -
CDA [44] ICCV’21 58.4 - 66.4
Improvement over baseline:
SEAM [53] CVPR’20 55.4 56.8 63.6
Ours w/ SEAM - 61.5+6.1 64.0+7.2 69.2+5.6

EPS [32] CVPR’21 69.5 71.4 71.6
Ours w/ EPS - 70.5+1.0 73.3+1.9 73.3+1.7

Table 2. Evaluation (mIoU (%)) of the initial seed (Seed), the seed
with CRF (+CRF), and the pseudo mask (Mask) refined by IRN [1]
on PASCAL VOC 2012 train set.

Method Venue Seed +CRF Mask
IRN [1] CVPR’19 48.8 54.3 66.3
MBMNet [37] MM’20 50.2 - 66.8
CONTA [62] NIPS’20 48.8 - 67.9
AdvCAM [31] CVPR’21 55.6 62.1 69.9
Ours w/ SEAM - 61.5 64.0 70.1

4.3. Seed and Pseudo Mask Evaluation

To verify the effectiveness of our method, we report the
quantitative qualities of both initial seeds and pseudo masks
on VOC. Following SEAM, the seeds are obtained by di-
rectly applying a range of thresholds to separate the fore-
grounds and backgrounds in the CAMs. The results are
shown in Tab. 1. As can be seen, we improve SEAM by
6.0% and 7.2% mIoU on initial seed and seed+CRF, respec-
tively, showing excellent performance. Figure 4 indicates
that the CAMs generated by our method not only cover
the target objects completely but also show accurate bound-
aries. Our generated CAMs are more accurate to match the
ground truth segmentation masks than the baseline. More-
over, compared with the recent methods CONTA [62], CPN
[63], and CDA [44] that built on top of SEAM, our method
outperforms them by large margins. A considerable im-
provement is also observed when applying our method to
EPS. Precisely, our method with EPS achieves 73.3% mIoU
on seed+CRF, achieving state-of-the-art performance.

A typical pipeline in WSSS is refining the initial seed by
region growing with a random walk strategy. Most methods
refine their initial seeds with PSA [2] or IRN [1]. Therefore,
we also compare the qualities of the refined pseudo masks



(a) (b) (c) (d)

Figure 4. The visualization of CAMs. (a) Images. (b) GT
masks. (c) CAMs produced by SEAM. (d) CAMs produced by
our method. Our method generates better CAMs than SEAM in
terms of both accuracy and completeness.

obtained by our method and other recent techniques. The
5th column of Tab. 1 shows the mIoU performance on the
pseudo mask refined by PSA. It can be observed that our
method surpasses existing methods by large margins. Note
that the seed quality of EPS with our method is high, we
do not further refine it with PSA. Instead, the seed+CRF is
directly supplied as the pseudo mask.

Table 2 compares the performance between our method
(with SEAM) and other counterparts refined using IRN. Our
method performs remarkably better than the best perform-
ing counterpart AdvCAM [31], exceeding it by a large mar-
gin of 5.9% mIoU on the initial seed. As shown in the ta-
ble, the pseudo mask performance gain of AdvCAM comes
mainly from the refining procedure with IRN, while ours
relies more on the high quality initial seed generated by our
method. Nevertheless, our method achieves state-of-the-art
performance under the IRN refinement settings.

4.4. Segmentation Performance

Generally, the generated pseudo masks are used to train
a semantic segmentation network in a fully supervised man-
ner. To make a fair comparison, we report DeepLab-
LargeFOV and Deeplab-ASPP segmentation performance
of our method and compare them with existing methods
in Tab. 3 and Tab. 4, respectively. The SEAM trains a
DeepLab-LargeFOV network with ResNet38 as the back-
bone, achieving 64.5% and 64.7% mIoU on PASCAL VOC
val and test sets. With the same settings except equipped
with our method, we increase the segmentation mIoU by
3.2% and 1.7% on val and test sets, showing substantial
improvement. Moreover, our method with SEAM even sur-
passes many models with more powerful backbones. With
DeepLab-LargeFOV and ResNet101, EPS equipped with
our method achieves 72.3% and 73.5% mIoU on PASCAL

Table 3. Segmentation performance (mIoU (%)) on Pascal VOC
val and test sets using DeepLab-LargeFOV. The best result is
marked in bold and the improvements over baseline model is
marked in red. S means method using saliency maps.

Method Backbone S val test
SEC [27] ECCV’16 VGG16 X 50.7 51.1
MDC [55] CVPR’18 VGG16 X 60.4 60.8
MCOF [51] CVPR’18 ResNet101 X 60.3 61.2
SeeNet [18] NIPS’18 ResNet101 X 63.1 62.8
Lee et al. [30] ICCV’19 ResNet101 X 66.5 67.4
OAA+ [21] ICCV’19 ResNet101 X 65.2 66.4
CIAN [15] AAAI’20 ResNet101 X 64.3 65.3
MCIS [45] ECCV’20 ResNet101 X 66.2 66.9
ICD [13] CVPR’20 ResNet101 67.8 68.0
ECS-Net [46] ICCV’21 ResNet38 66.6 67.6
Xu et al. [59] ICCV’21 ResNet38 X 69.0 68.6
SEAM [53] CVPR’20 ResNet38 64.5 65.7
Ours w/ SEAM ResNet38 67.7+3.2 67.4+1.7

EPS [32] CVPR’21 ResNet101 X 71.0 71.8
Ours w/ EPS ResNet101 X 72.3+1.3 73.5+1.7

Table 4. Segmentation performance (mIoU (%) on Pascal VOC
val and test sets using DeepLab-ASPP. The best result is marked
in bold and the improvements over baseline model is marked in
red. S means method using saliency maps.

Method Backbone S val test
PSA [2] CVPR’18 ResNet38 61.7 63.2
IRN [1] CVPR’19 ResNet50 63.5 64.8
FlickrNet [29] CVPR’19 ResNet101 X 64.9 65.3
Zhang et al. [65] ECCV’20 ResNet50 X 66.6 66.7
Fan et al. [14] ECCV’20 ResNet101 X 67.2 66.7
Chen et al. [7] ECCV’20 ResNet101 65.7 66.6
Chang et al. [5] CVPR’20 ResNet101 66.1 65.9
CONTA [62] NIPS’20 ResNet101 66.1 66.7
SPML [22] ICLR’21 ResNet101 69.5 71.6
AdvCAM [31] CVPR’21 ResNet101 68.1 68.0
EDAM [56] CVPR’21 ResNet101 X 70.9 70.6
Yao et al. [61] CVPR’21 ResNet101 X 68.3 68.5
DRS [25] AAAI’21 ResNet101 71.2 71.4
Li et al. [34] AAAI’21 ResNet101 X 68.2 68.5
WSGCN [41] ICME’21 ResNet101 68.7 69.3
CDA [44] ICCV’21 ResNet38 66.1 66.8
CPN [63] ICCV’21 ResNet38 67.8 68.5
EPS [32] CVPR’21 ResNet101 X 70.9 70.8
Ours w/ EPS ResNet101 X 72.6+1.7 73.6+2.8

VOC val and test sets.
In addition, we train a DeepLab-ASPP network with our

generated pseudo masks. As shown in Tab. 4, our method
outperforms all existing methods, achieving new state-of-
the-art performance on PASCAL VOC 2012 benchmark.
We present some segmentation results in Fig. 5, from which
we can find that our method works well for images of both
simple and challenging scenes.



(a)

(b)

(c)

Figure 5. Qualitative segmentation results on PASCAL VOC 2012
val set. (a) Images. (b) GT masks. (c) Segmentation masks pre-
dicted by DeepLab-ASPP (Ours w/ EPS).

Table 5. Ablation performance (mIoU %) of our proposed method.

Method train train+CRF val val+CRF

CAM 47.43 52.40 - -
SEAM (baseline) 55.41 56.83 52.54 53.70
Ablations:
+ Cross Prototype 59.08 61.98 55.75 58.33
+ Cross CAM 60.35 63.10 57.33 59.68
+ Intra View 59.80 - 56.97 -
+ Proto Mining 60.91 63.40 58.20 60.62
+ Pixel Sampling 61.54 64.05 58.41 60.81
Improvement +6.13 +7.22 +5.87 +7.11

4.5. Ablation Study

To analyse how each component in our proposed method
helps to improve WSSS, we present extensive ablation stud-
ies in this section. Here, all experiments are done with
SEAM on PASCAL VOC 2012 dataset.

Effectiveness of each component. First, we demon-
strate the effectiveness of each component. The results are
shown in Tab. 5. As can be seen, with the two cross-view se-
mantic consistency regularization term, i.e. cross prototype
contrast and cross CAM contrast, we improve the mIoU of
SEAM from 55.41% to 60.35% on the train set, and from
52.54% to 57.35% on the val set. Furthermore, after apply-
ing the intra-view pixel-to-prototype contrast, we observe
a slight performance drop on both train and val sets. We
adopt two sample mining strategies to mitigate this issue,
by which we increase the mIoU by 1.74% and 1.44%. Fi-
nally, with all these components, we increase the mIoU of
SEAM by 6.13% and 5.87% on the train and val sets, show-
ing significant improvements.

Choices of K. We empirically choose K pixel embed-
dings per-class in a mini-batch with the highest CAM val-
ues to evaluate the prototype. A smaller K indicates to use
more confident pixels for estimation, while a largerK could

Table 6. Effects of K for estimating the prototypes of our method.
The results (mIoU (%)) are reported on PASCAL VOC 2012 train
set. K=0 means the SEAM baseline without contrast.

K 0 4 8 16 32 64

mIoU 55.41 60.02 60.87 61.08 61.54 60.55

Table 7. Ablations for more spatial transformations. The results
(mIoU (%)) are reported on PASCAL VOC 2012 train set.

Rescale Flip Rotation Translation mIoU

47.43
X 61.54
X X 61.63
X X 58.57
X X 59.31

probably incur some wrong pixels from other categories.
We conduct experiments to analyse how K affects the ini-
tial seed performance. As shown in Tab. 6, we test a wide
range of K. The results show that our proposed method is
robust to the selection of K. Eventually, we set K = 32
with the best performance.

Spatial transformation. Similar to SEAM, the trans-
formation in our method can be any spatial transformation.
In our implementation, we rescale the source image of size
448×448 to 128×128 to get the target view in order to make
sure the input size of the target view is a multiple of the out-
put stride. This setting is slightly different from SEAM but
remains almost identical to it. Following SEAM, we also
adopt three transformations to evaluate our method: ran-
dom rotation in [−20, 20] degrees, translation by 16 pixels
and horizontal flip. The results are shown in Tab. 7. It can
be seen that simply incorporating different transformations
is not much effective, a similar observation to SEAM.

5. Conclusion
In this paper, we propose weakly-supervised pixel-to-

prototype contrast that provides pixel-level supervisory sig-
nals to narrow the supervision gap and improve image-level
WSSS. The pixel-to-prototype contrast is performed on
both cross-view and intra-view of an image, which imposes
cross-view feature semantic consistency regularization and
facilitates intra(inter)-class compactness(dispersion) of the
feature space. Extensive experiments validate the superi-
ority of our method. In future, we will explore more pro-
totype estimation ways and more application scenarios of
our method, such as fully-supervised and semi-supervised
segmentation.
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