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Abstract

Learning generic joint representations for video and text
by a supervised method requires a prohibitively substan-
tial amount of manually annotated video datasets. As a
practical alternative, a large-scale but uncurated and nar-
rated video dataset, HowTo100M, has recently been intro-
duced. But it is still challenging to learn joint embed-
dings of video and text in a self-supervised manner, due to
its ambiguity and non-sequential alignment. In this paper,
we propose a novel multi-modal self-supervised framework
Video-Text Temporally Weak Alignment-based Contrastive
Learning (VT-TWINS) to capture significant information
from noisy and weakly correlated data using a variant of
Dynamic Time Warping (DTW). We observe that the stan-
dard DTW inherently cannot handle weakly correlated data
and only considers the globally optimal alignment path. To
address these problems, we develop a differentiable DTW
which also reflects local information with weak temporal
alignment. Moreover, our proposed model applies a con-
trastive learning scheme to learn feature representations on
weakly correlated data. Our extensive experiments demon-
strate that VT-TWINS attains significant improvements in
multi-modal representation learning and outperforms var-
ious challenging downstream tasks. Code is available at
https://github.com/mlvlab/VT-TWINS.

1. Introduction
Learning video-text representations is an important prob-

lem in computer vision. In recent years, it has recently
drawn increasing attention due to a large amount of video
data and various applications. Previous works [32, 52, 57]
have achieved exciting results by learning mappings be-
tween video clips and texts but they usually require a large
amount of manual annotations such as MSR-VTT [55],

*is the corresponding author.

DiDeMo [3], EPIC-KITCHENS [13]. However, since la-
beling videos is expensive and time-consuming, it does
not scale well for sufficiently large datasets which are es-
sential to learning generic video-text representations that
are readily applicable to a wide range of downstream
tasks that include text-to-video retrieval or video-text re-
trieval [27,50,51,56], text-based action localization [3,11],
action segmentation [29, 43] and video question answer-
ing [34, 46, 56]. Recent studies suggest that multi-modal
self-supervised learning with a huge amount of data is a
promising alternative to fully supervised methods [15, 54].
To this extent, HowTo100M [36] has been introduced,
which is composed of 100 million pairs of video clips and
captions from 1.22M narrated instructional videos.

The HowTo100M is one of the largest video datasets
but it comes with several challenges. It is uncurated and
its video-text pairs are weakly correlated meaning that
given a video clip the caption depicting the visual content
may appear before/after the clip or not even exist (Fig-
ure 1). To handle the weakly correlated video-text pairs,
MIL-NCE [35] has proposed a multiple instance learn-
ing (MIL)-based contrastive learning adopting Noise Con-
trastive Learning (NCE) loss [19]. MIL-NCE treats the
multiple captions which are temporally close to one clip
as positive samples allowing one-to-many correspondence.
But this strong assumption often leads to suboptimal repre-
sentation learning.

In this paper, to address the problem, we develop a
new weak temporal alignment algorithm building upon Dy-
namic Time Warping (DTW) [41]. In contrast to the stan-
dard DTW which is limited to sequential alignment, our
proposed alignment algorithm allows flexibility by skip-
ping irrelevant pairs and starting/ending at arbitrary time
points. Also, it takes into account a globally optimal path
as well as locally optimal paths by introducing local neigh-
borhood smoothing. More importantly, our alignment algo-
rithm is differentiable so we incorporate it into represen-
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tation learning as a distance measure. We then propose
a novel multi-modal self-supervised learning framework
to learn a joint video and text embedding model named
as Video-Text Temporally Weak Alignment-based Con-
trastive Learning (VT-TWINS) that automatically handles
the correspondence between noisy and weakly correlated
captions and clips.

Our extensive experiments on five benchmark datasets
demonstrate that our learned video and text representations
generalize well on various downstream tasks including ac-
tion recognition, text-to-video retrieval, and action step lo-
calization. Moreover, ablation studies and qualitative anal-
ysis show that our framework effectively aligns the noisy
and weakly correlated multi-modal time-series data.

Our contributions are threefold:

• We propose a novel self-supervised learning frame-
work with differentiable weak temporal alignment that
automatically handles the noisy and weakly correlated
multi-modal time-series data.

• We analyze the local neighborhood smoothing in our
alignment algorithm showing that unlike DTW the
alignment takes into account local optimal paths as
well as global optimal path.

• Our experiments show that the proposed method con-
siderably improves joint representations of video and
text an is adapted well on various downstream tasks.

2. Related Work
Self-Supervised Learning for Videos. The self-supervised
learning approaches have received considerable attention
because they do not require additional annotations during
learning representation. Recently, several works are pro-
posed to learn video representations in a self-supervised
manner. One research direction is to design video-specific
pretext tasks, such as verifying temporal orders [15, 30,
37, 54], predicting video rotation [24], solving jigsaw puz-
zles in a video [26], and dense predictive coding [21].
Another line of research is to use a contrastive learning
which leads clips from the same video to be pulled to-
gether while clips from different videos to be pushed away
[9, 10, 18, 23, 40, 44, 49]. In view of the multi-modality
of videos, many works explore mutual supervision across
modalities to learn representations of each modality. For
example, they regard temporal or semantic consistency be-
tween videos and audios [8,28] or narrations [1,4,35,36] as
a natural source of supervision. MIL-NCE [35] introduced
contrastive learning to learn joint embeddings between clips
and captions of unlabeled and uncurated narrated videos.
The other line of work adopts an additional crossmodal en-
coder (e.g., crossmodal transformer) to capture richer inter-
action between modalities [17, 31, 33, 44, 45, 58]. In this

paper, we focus on extending contrastive learning to tempo-
rally align two time-series modalities, i.e., clips and cap-
tions from videos without any additional crossmodal en-
coders.
Sequence Alignment. Sequence alignment is crucial in
fields related to the time-series data due to the temporal
information. In particular, the lack of manually annotated
video datasets makes it harder to align clips and captions
temporally. Dynamic Time Warping (DTW) [41] measures
the distance with strong temporal constraints between two
sequences. [7] uses global sequence alignment as a proxy
task by relying on the DTW. [12, 20] extended the DTW
for end-to-end learning with differentiable approximations
of the discrete operations (e.g., the ‘min’ operator) in the
DTW. Chang et al. [6] proposed the frame-wise alignment
loss using the DTW in weakly supervised action alignment
in videos. Drop-DTW [14] proposed a variant of the DTW
algorithm which automatically drops the outlier elements
from the pairwise distance to handle the noisy data. How-
ever, using the DTW alone can cause feature collapsing
which leads all the feature embeddings to be concentrated
to a single point. To address this problem, [6] and [22] use
the subsidiary regularization loss term with the DTW.

3. Preliminaries
We briefly summarize the basic concepts of dynamic

time warping and the characteristics of an uncurated nar-
rated video dataset HowTo100M.

3.1. Dynamic Time Warping (DTW)

DTW [5] finds an optimal alignment between two time-
series data. Let X and Y denote two time-series data of
length n and m, i.e., X = [x1, x2, . . . , xn] and Y =
[y1, y2, . . . , ym]. DTW first computes a pairwise distance
matrix ∆(X,Y ) := [δ(xi, yj)]ij ∈ Rn×m with a distance
measure δ. Then, DTW optimizes the following:

DTW(X,Y ) = min
A∈An,m

〈A,∆(X,Y )〉, (1)

where An,m ⊂ {0, 1}n×m is a set of (binary) alignment
matrices. An alignment matrixA represents a path that con-
nects from (1, 1) to (n,m)-th entries of ∆(X,Y ) by three
possible moves {↓,↘,→}.

To efficiently find an optimal path, DTW [5] uses dy-
namic programming to recursively solve the following sub-
problems:

ri,j = δi,j + min{ri−1,j , ri,j−1, ri−1,j−1}, (2)

where ri,j is the (i, j)-th element of a cumulative cost
matrix R(X,Y ) ∈ Rn×m of ∆(X,Y ). Therefore,
DTW(X,Y ) in (1) is equal to rn,m which is the accumu-
lated cost that evaluates the similarity between two time-
series data.
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(a) Sequentially aligned pairs (b) Non-sequentially aligned pairs

(c) Partially irrelevant pairs (d) Entirely irrelevant pairs

Figure 1. Examples of the HowTo100M. The HowTo100M dataset contains narrated instructional videos and the clips and captions are
weakly aligned. Each video is composed of several pairs of clips and captions. Shaded captions are irrelevant to any clips in the video.

Soft-DTW [12] has proposed a differentiable variant of
the DTW replacing the non-differentiable operator ‘min’ in
(2) with the soft-min ‘minγ’ defined as:

minγ{a1, a2, . . . , am} = −γ log

m∑
i=1

e−ai/γ , (3)

where γ ∈ R+ is a smoothing parameter. Then, the recur-
rence relation of Soft-DTW is given as:

ri,j = δi,j + minγ{ri−1,j , ri,j−1, ri−1,j−1}. (4)

If γ is zero, soft-min minγ is identical to min operator. As
γ increases, Soft-DTW(X,Y) more takes into account the
cost of suboptimal paths.

3.2. The HowTo100M Dataset

HowTo100M dataset [36] is a large-scale dataset that
contains 136M video clips with paired captions from 1.22M
narrated instructional videos across 23K different visual
tasks. A video has 110 clip-caption pairs with an average
duration of 4 seconds. The captions are automatically tran-
scribed narrations via automatic speech recognition (ASR).
Learning joint video text embeddings with HowTo100M
has two sources of difficulties: ‘uncurated narrations’ and
‘weak correlation’ between clip-caption pairs. As discussed
in [35], the narrations transcribed by ASR are potentially
erroneous and the colloquial language is neither complete
nor grammatically correct sentences. In addition, due to
the weak correlation between the paired clips and captions,
computing the optimal correspondence to learn joint em-
bedding entails addressing the following challenges, which
is the main focus of this paper.
Ambiguity. As aforementioned, the average duration of a
clip-caption pair is 4 seconds. Since short clips are sampled
densely in one video, consecutive clips are often semanti-
cally similar, i.e., clip-caption alignments inherently have

ambiguity. So it is more beneficial to use algorithms that
take into account multiple alignments allowing many-to-
many correspondence rather than the algorithms that con-
sider the only one optimal path such as the standard DTW.
Irrelevant pairs. The paired clips and captions may contain
irrelevant contents due to several reasons. People might skip
to demonstrate some steps when narrations are clear enough
or vice versa. In Figure 1c, since the narration “select the
correct program ” is clear enough, no demonstration is given
in the corresponding clip. In addition, some videos have
entirely irrelevant clips and captions like Figure 1d. When
learning joint video text embeddings, these irrelevant pairs
should be properly handled.
Non-sequential alignment. Although videos and texts are
overall correlated at the video-level, the paired clips and
captions often are not temporally well-aligned. For in-
stance, people in a video describe plans before demon-
strations or explain details after actions, i.e., captions may
come with temporal shifts. To estimate the correspondence
between clips and captions, they can be aligned without
changing the order of elements in each modality like Fig-
ure 1a, called sequential alignment. In contrast, when the
order of elements in a modality is partially reversed or the
content of a clip/caption is arbitrarily interspersed in the
other modality, non-sequential alignments are required to
compute the optimal correspondence. We observe that the
non-sequential alignments often occur when videos have
long sequences of captions and clips like Figure 1b. We
will address the challenges by a new learning strategy.

4. Method

In this section, we present a novel multi-modal self-
supervised framework, named as Video-Text Temporally
Weak Alignment-based Contrastive Learning (VT-
TWINS), to learn joint embeddings of video and text
from uncurated narrated videos. To address the problems
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Figure 2. Overall Architecture. We propose a multi-modal self-supervised learning framework, VT-TWINS, to learn joint embeddings
of video and text from noisy and weakly correlated data. The encoders f and g firstly extract feature embeddings from input clips X
and input captions Y , respectively. Then, we present a new alignment algorithm based on the DTW, called S2DTW, which can handle
weakly correlated data with local neighborhood smoothing (Section 4.1) and weak alignment (Section 4.2). We also apply temporal data
augmentation (Section 4.3) to learn from the non-sequentially aligned data with the S2DTW. We finally employ a contrastive learning
scheme, which uses the S2DTW as a distance measure between the clip-caption pairs, with negative pairs (Ni) for representation learning
while preventing feature collapsing (Section 4.4).

mentioned above and estimate more accurate corre-
spondence, we propose a new differentiable variant of
DTW, called Locally Smoothed Soft-DTW with Weak
Alignment (S2DTW). First, we apply local neighborhood
smoothing and weak alignment. We then adopt temporal
data augmentation for non-sequential alignments that the
standard DTW cannot inherently handle. We finally apply
a contrastive learning scheme and present VT-TWINS for
representation learning without feature collapsing. Figure 2
and Algorithm 1 show our overall algorithm VT-TWINS
including S2DTW.

4.1. Local Neighborhood Smoothing

To address the ambiguity as mentioned in Section 3.2,
we smooth the pairwise distance matrix ∆(X,Y ) as:

δ̂i,j = δi,j + minγ{δi−1,j , δi,j−1, δi−1,j−1}, (5)

where δi,j and δ̂i,j are the (i, j)-th elements of ∆(X,Y )

and ∆̂(X,Y ), respectively. This allows many-to-many cor-
respondence and encourages the alignment algorithm to fo-
cus more on a locally optimal clip (or caption), which has
relatively smaller distances to others within a small neigh-
borhood. δ̂i,j can be viewed as smoothed δi,j with its pre-
vious elements δi−1,j , δi,j−1, and δi−1,j−1. Then, similar
to (4) we apply dynamic programming to compute the op-
timal cost from smoothed distance matrix ∆̂(X,Y ) instead
of ∆(X,Y ) and as follows:

r̂i,j = δ̂i,j + minγ{r̂i−1,j , r̂i,j−1, r̂i−1,j−1}. (6)

S2DTW decays the cost of older matches and reflects more
recent elements since (6) accumulates the cost from the
top-left element to the bottom-right element, sequentially.

Roughly speaking, the proposed S2DTW with ∆̂(X,Y )
considers local optimality by (5) as well as global optimal-
ity by (6) since S2DTW can be rewritten as:

r̂i,j = δi,j + minγ{r̂i−1,j , r̂i,j−1, r̂i−1,j−1}
+ minγ{δi−1,j , δi,j−1, δi−1,j−1}.

(7)

Differentiation. We compare Soft-DTW [12] and S2DTW
via their derivatives. At the Soft-DTW, they denote a gra-
dient matrix M = [µi,j ] where µi,j :=

∂rn,m
∂δi,j

=
∂rn,m
∂ri,j

·
∂ri,j
∂δi,j

=
∂rn,m
∂ri,j

· 1 =
∂rn,m
∂ri,j

by differentiating (4) w.r.t δi,j .

In S2DTW case, however, ∂r̂n,m∂δi,j
6= ∂r̂n,m

∂r̂i,j
due to the local

neighborhood smoothing layer, i.e., ∂r̂i,j∂δi,j
6= 1. We therefore

redefine µi,j :=
∂r̂n,m
∂r̂i,j

and denote additional µ̂i,j :=
∂r̂n,m
∂δi,j

for the gradient matrix for local neighborhood smoothing
layer. µi,j of S2DTW is calculated as follows:

∂r̂n,m
∂r̂i,j︸ ︷︷ ︸
µi,j

=
∂r̂n,m
∂r̂i+1,j︸ ︷︷ ︸
µi+1,j

·∂r̂i+1,j

∂r̂i,j
+

∂r̂n,m
∂r̂i,j+1︸ ︷︷ ︸
µi,j+1

·∂r̂i,j+1

∂r̂i,j
+

∂r̂n,m
∂r̂i+1,j+1︸ ︷︷ ︸
µi+1,j+1

·∂r̂i+1,j+1

∂r̂i,j
.

(8)
By differentiating (6) with i+ 1 instead of i, the green term
of (8) is calculated as:

γ log
∂r̂i+1,j

∂r̂i,j
= minγ{r̂i,j−1, r̂i,j , r̂i+1,j−1} − r̂i,j . (9)

After calculating µi,j in (8), µ̂i,j is calculated as:

∂r̂n,m
∂δi,j︸ ︷︷ ︸
µ̂i,j

=
∂r̂n,m
∂r̂i+1,j︸ ︷︷ ︸
µi+1,j

·∂r̂i+1,j

∂δi,j
+

∂r̂n,m
∂r̂i,j+1︸ ︷︷ ︸
µi,j+1

·∂r̂i,j+1

∂δi,j
+

∂r̂n,m
∂r̂i+1,j+1︸ ︷︷ ︸
µi+1,j+1

·∂r̂i+1,j+1

∂δi,j
.

(10)
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Algorithm 1 VT-TWINS Algorithm with S2DTW
Inputs: clips X , captions Y
Parameters: smoothing parameter γ, dummy elements φ

# Temporal Data Augmentation
1: ∀i, ∀j ∈ mini-batch
X̃(i), Ỹ (j) ← Aug(X(i)), Aug(Y (j))
# Apply Contrastive Learning Scheme

2: L ← − log
∑
i

 e
−S2DTW(X̃(i),Ỹ (i))

e
−S2DTW(X̃(i),Ỹ (i))+ ∑

j∈Ni
e
−S2DTW(X̃(i),Ỹ (j))


# S2DTW

3: function S2DTW(X,Y )
4: δi,j ← ∆(X,Y )[i, j], ∀i ∈ [1, n], ∀j ∈ [1,m]

# Local Neighborhood Smoothing
5: for (i, j) = (1, 1) to (n,m) do
6: δ̂i,j ← δi,j + minγ{δi−1,j , δi,j−1, δi−1,j−1}
7: end for

# Weak Alignment
8: ∆̂φ ← merge (∆̂, φ )

# Calculate DTW
9: for (i, j) = (1, 1) to (n,m) do

10: r̂i,j ← δ̂i,j + minγ{r̂i−1,j , r̂i,j−1, r̂i−1,j−1}
11: end for
12: return r̂n,m
13: end function
Output: L

In (10), ∂r̂i+1,j

∂δi,j
=

∂r̂i+1,j

∂δ̂i+1,j
· ∂δ̂i+1,j

∂δi,j
=

∂δ̂i+1,j

∂δi,j
since ∂r̂i+1,j

∂δ̂i+1,j
=

1. Similar to (9), it is written as:

γ log
∂r̂i+1,j

∂δi,j
= minγ{δi,j−1, δi,j , δi+1,j−1} − δi,j , (11)

and the other blue and red terms are calculated in the same
way. Like (9) which measures how minimal the r̂i,j is
among three directions, (11) measures how minimal the δi,j
is among three directions. Hence, (8) aggregates global op-
timal path information and (10) aggregates local optimal
path information due to the r̂i,j at the former one and the
δi,j at the latter one. Unlike S2DTW, the Soft-DTW only
requires to calculate M matrix with r instead of r̂ by (8)
and then does not consider the local optimality. Figure 3
depicts the forward and backward propagation of S2DTW.

4.2. Weak Alignment

We further modify the Soft-DTW by allowing its path
not to forcibly align irrelevant pairs as (Figure 1c and 1d).
Besides, our S2DTW can start from (or end at) an arbitrary
point. Adopting the trick in DWSA [42] for one-to-one
matching with skipping, we achieve weak alignment by in-
serting dummy elements φ in the intervals (and both ends)
of clip and caption sequences, (e.g., X = [x1, x2, . . . , xn]
becomes Xφ = [φ, x1, φ, x2, φ, . . . , φ, xn, φ]).

Figure 3. Forward and Backward of Local Neighborhood
Smoothing in terms of (i, j). At forward propagation, we firstly
compute δ̂i,j by smoothing δi,j with δi−1,j , δi,j−1, and δi−1,j−1

in (5). Then, r̂i,j is calculated with smoothed δ̂i,j and r̂i−1,j ,
r̂i,j−1, r̂i−1,j−1 by (6). At backward propagation, µi,j is calcu-
lated by (8). It gains the gradient from three directions propor-
tional to how optimal the cumulative cost r̂ of each direction is.
Then, µ̂i,j is calculated from µi+1,j , µi,j+1, and µi+1,j+1 pro-
portional to how optimal each pairwise cost δ is in (10).

In S2DTW, the pairwise distance matrix with dummy el-
ements is ∆φ(X,Y ) ∈ R(2n+1)×(2m+1) and has dummy
distance δφ at the pair which includes φ. δφ is a hyperpa-
rameter that can be interpreted as a threshold. By calculat-
ing the DTW with dummy elements, it leads the DTW path
to pass only the pair whose distance is smaller than δφ. Un-
like the standard DTW or Soft-DTW which forcibly align
at least one pair per one timestamp, our proposed S2DTW
weakly aligns the irrelevant clip-caption pairs and even en-
able many-to-many matchings which cannot be handled by
DWSA. Figure 4a and 4b show the pairwise distance be-
fore/after adding dummy elements. This weak alignment
framework is followed by the local neighborhood smooth-
ing. As a result, the final pairwise distance is ∆̂φ(X,Y )
which is used to calculate the DTW.

4.3. Temporal Data Augmentation

As discussed in Section 3.2, videos often have non-
sequential alignments, but the standard DTW cannot re-
solve them since it allows only three moves {↓,↘,→}.
To address this problem, we propose a simple data aug-
mentation that temporally shuffles clips and captions. Let
π denote a permutation and then a clip permuted by π is
Xπ = [xπ(1), xπ(2), . . . , xπ(n)]. To avoid temporally or se-
mantically too extreme augmentations, we consider a subset

5



(a) Original Pair-wise Distance (b) Pair-wise Distance with Dummy

Figure 4. Illustration of Weak Alignment. (a): The original
pairwise distance without dummy elements has to pass the pair
whose clip and caption are irrelevant each other, e.g., the caption
y3 is irrelevant with any other clips. (b): On the other hand, the
pair whose distance is bigger than dummy distance can be skipped.

of possible permutations. We first leave out the cases when
a clip is temporally shifted beyond a time window. For ex-
ample of ∀j ∈ [1, n], the j-th clip cannot be out of the win-
dow of size w, i.e., the range of possible indices after a per-
mutation of j-th clip is [max(1, j−w),min(n, j+w)]. The
set of permutations that satisfies this temporal constraint is
denoted as T (n,w). Given the temporal constraint, we pro-
pose the target distribution as follows:

pclipπ =

{
σ
(
−‖∆(X,X)−∆(Xπ,Xπ)‖22

τ

)
if π ∈ T (w, n)

0 otherwise
,

(12)
where σ is softmax function computed over all permutations
in T (w, n) and τ is a temperature parameter. ∆(X,X) and
∆(Xπ, Xπ) are self-similarity matrices before/after permu-
tation. The proposed target distribution more likely gener-
ates a permutation that less changes the self-similarity struc-
ture. In other words, the proposed augmentation less likely
generates semantically too strong augmentations that hinder
representation learning. Then, the temporally augmented
X̃ ∼ P clip(X; Π) which is a shuffled sequence of clips is
sampled from the distribution P clip defined in (12). The
captions Ỹ is augmented in the same way and finally we
calculate the pairwise distance matrix ∆(X̃, Ỹ ) as the input
for alignment (e.g., DTW). For simplicity of implementa-
tion, each modality is shuffled independently.

Our temporal augmentation encourages learning invari-
ant features under permutation and allow minimizing the
distance between clips and captions that cannot be aligned
by sequential alignment algorithms such as the standard
DTW. This is helpful to learn representation when the clips
and captions are non-sequentially aligned as in Figure 1b.

4.4. Contrastive Learning with S2DTW

With S2DTW, we perform representation learning in a
self-supervised manner. S2DTW can be used for a distance
measure between clips and captions. Minimizing the dis-

tance between two samples without negative pairs causes
feature collapsing. Hence, to address this problem, we
adopt a well-known contrastive loss, InfoNCE loss [38].
Our final loss is defined as:

L = − log
∑
i

 e
−S2DTW(X(i),Y (i))

e
−S2DTW(X(i),Y (i))+

∑
j∈Ni

e
−S2DTW(X(i),Y (j))


(13)

, where X(i) and Y (i) are clips and captions of the i-th
video and Ni is a set of negative samples of the i-th video
in mini-batch. This formulation also implicitly mines the
hard negatives. In a clip-caption level, due to the nature of
the DTW, a clip-caption pair which has closer distance in
negative samples will get stronger negative signal to push
away than others in negative samples. Therefore, unlike in
baseline [25], no additional hard negative mining strategy
(e.g., [23]) was taken for proposed method. Further discus-
sions with qualitative results are in the appendix.

5. Experiments

In this section, we evaluate the performance on various
downstream tasks by applying our pretrained feature em-
beddings (Section 5.1). We also describe ablation stud-
ies about the effect of each algorithm which is addressed
in Section 4 and finally analyze qualitative results of each
algorithm in terms of the DTW path (Section 5.2). All
downstream tasks and ablation studies except for the action
recognition task are conducted in the zero-shot learning set-
ting to evaluate only the quality of learned representations.
For the action recognition task, we adopt widely used linear
evaluation protocol, which trains a linear classifier on top
of the frozen representation. The experimental setup and
further ablation studies are in the appendix.

5.1. Downstream Tasks

5.1.1 Action Recognition

We firstly evaluate learned video representation without us-
ing text representation on the action recognition task whose
goal is to distinguish video-level actions. In Table 1, we
compare the proposed method with other self-supervised
methods. According to the linear evaluation protocol, our
VT-TWINS outperforms all self-supervised learning meth-
ods including the baselines that performed fine-tuning de-
noted by (Frozen x) such as CBT [44] and 3DRotNet [24].
This result shows that our method improves the general-
ity of video representations. Especially for HMDB, VT-
TWINS obtains about 4% improvement over the MIL-NCE
with the same backbone model (S3D).
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Method Dataset MM Model Frozen HMDB UCF

OPN [1] UCF 6 VGG 6 23.8 59.6
Shuffle & Learn [37]* K600 6 S3D 6 35.8 68.7
Wang et al. [48] K400 Flow C3D 6 33.4 61.2
CMC [47] UCF Flow CaffeNet 6 26.7 59.1
Geometry [16] UCF Flow CaffeNet 6 26.7 59.1
Fernanado et al. [15] UCF 6 AlexNet 6 32.5 60.3
ClipOrder [54] UCF 6 R(2+1)D 6 30.9 72.4
3DRotNet [24]* K600 6 S3D 6 40.0 75.3
DPC [21] K400 6 3D-R34 6 35.7 75.7
3D ST-puzzle [26] K400 6 3D-R18 6 33.7 65.8
CBT [44] K600 6 S3D 4 29.5 54.0
CBT [44] K600 6 S3D 6 44.6 79.5
AVTS [28] K600 Audio I3D 6 53.0 83.7
MIL-NCE [35] HTM Text I3D 4 54.8 83.4
MIL-NCE [35] HTM Text S3D 4 53.1 82.7

VT-TWINS HTM Text S3D 4 57.9 85

S3D (supervised learning) [53] S3D 6 75.9 96.8

Table 1. Action Recognition. Shuffle & Learn* and 3DRotNet*
are reimplemented by [44] with S3D.

Method Labeled Dataset R@1 R@5 R@10 MedR

Random Init None 0.03 0.15 0.3 1675
HGLMM FC CCA [27] IM, K400, YC2 4.6 14.3 21.6 75
Miech et al. [36] IM, K400 6.1 17.3 24.8 46
Miech et al. [36] IM, K400, YC2 8.2 24.5 35.3 24
COOT [17] YC2 5.9 16.7 24.8 49.7
ActBERT [58] YC2 9.6 26.7 38.0 19
MIL-NCE [35] None 8.8 24.3 34.6 23

VT-TWINS None 9.7 27 38.8 19

Table 2. Text-to-Video Retrieval on YouCook2.

5.1.2 Video and Text Retrieval

We evaluate the effectiveness of the joint representation of
video and text by applying text-to-video and video-to-text
retrieval tasks, which aim to find a corresponding clip (cap-
tion) given a query caption (clip).
Text-to-video retrieval. Table 2 and 3 show the perfor-
mance of text-to-video retrieval on YouCook2 and MSR-
VTT dataset. For fair comparison with MIL-NCE, we
trained our model on HowTo100M dataset and evaluate
on the test set without any additional supervision. Ta-
ble 2 shows that our VT-TWINS outperforms MIL-NCE
and even other methods (e.g., COOT and ActBERT) that
are fine-tuned on YouCook2 (denoted as YC2). Similarly,
on MSR-VTT dataset Table 3 shows that the proposed
method outperforms several multi-modal self-supervised
methods trained on the HowTo100M (MIL-NCE, Amrani
et al., SSB). In addition, our method is better or on par with
ActBert that is fine-tuned on the target dataset MSR-VTT.
Video-to-text retrieval. We also compare the perfor-
mance of video-to-text retrievals with MIL-NCE. Table 4
shows that our VT-TWINS outperforms MIL-NCE on both
YouCook2 and MSR-VTT. Note that MIL-NCE blindly and

Method Labeled Dataset R@1 R@5 R@10 MedR

Random Init None 0.01 0.05 0.1 500
Miech et al. [36] IM, K400 7.5 21.2 29.6 38
Amrani et al. [2] None 8.0 21.3 29.3 33
SSB [39] None 8.7 23.0 31.1 31.0
ActBERT [58] MSRVTT 8.6 23.4 33.1 36
MIL-NCE [35] None 8.2 21.5 29.5 40

VT-TWINS None 9.4 23.4 31.6 32

Table 3. Text-to-Video Retrieval on MSRVTT.

Method YouCook2 MSRVTT
R@1 R@5 R@10 MedR R@1 R@5 R@10 MedR

Random Init 0.03 0.13 0.26 1717.5 0.1 0.49 0.98 499.5
MIL-NCE* [35] 9.35 26.22 37.36 22 8.9 20.65 27.2 46

VT-TWINS 9.7 28 40.3 16 9.1 22.9 29.1 43

Table 4. Video-to-Text retrieval. * is our reproduction of official
code of the MIL-NCE.

Method Labeled Dataset CTR

Alayrac et al. [1] IM, K400 13.3
CrossTask [59] IM, K400 22.4
CrossTask [59] IM, K400, CT 31.6
Miech et al. [36] IM, K400 33.6
DWSA [42] CT 35.5
ActBERT [58] CT 37.1
MIL-NCE [35] None 35.5

VT-TWINS None 40.7

Table 5. Action Step Localization on CrossTask.

equally treats all the captions in a time window around a
query clip as positives. We believe that this assumption
often does not hold and learning with the inaccurate clip-
caption pairs may hinder learning representations to pre-
cisely associate clips and captions.

5.1.3 Action Step Localization

We also evaluate the representations learned by our method
in the action step localization task on the CrossTask dataset.
We adopted the zero-shot evaluation suggested in [36].
Table 5 shows that VT-TWINS significantly outperforms
baselines achieving an CrossTask average recall (CTR) of
40.7%. This surpasses MIL-NCE (35.5%) and even the
models that are trained on the CrossTask dataset such as
DWSA (35.5%) and ActBERT (37.1%).
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Figure 5. Results of Weak Alignment. ∆ is a pairwise distance
matrix. The Soft-DTW path and the S2DTW path matrices are
the gradient matrices M and M̂ defined in Section 4.1. Each row
shows the partially and entirely irrelevant pairs, respectively.

5.2. Ablation Study and Qualitative Analysis

5.2.1 Temporal Data Augmentation

As explained in Section 4.3, the proposed augmentation less
likely generates a permutation which is significantly dif-
ferent from the original sequence. To evaluate the effec-
tiveness of our temporal data augmentation, we compare it
with two other strategies: One is sampling from the uni-
form distribution and the other is sampling from a inverse
distribution of our one, i.e., assigning a higher probabil-
ity to the semantically similar permutation with the origi-
nal sequence. (2), (3), and (4) in Table 6 demonstrate that
temporal shuffles while maintaining semantic information
helps to learn feature representation on weakly correlated
data with non-sequential alignments. Especially, the gap is
substantial in the task that uses joint embedding represen-
tations (YouCook2, MSR-VTT, and CrossTask in Table 6)
because strong augmentation harms semantic information
a lot, it is difficult to learn the representations aligned be-
tween clip-captions.

5.2.2 Weak Alignment

The top row of Figure 5 shows the case of partially irrel-
evant pairs; the pairwise distance matrix ∆ on top shows
that the fifth caption has a consistently large distance from
the other clips1. In this case, the Soft-DTW is enforced to
align one or more pairs per each timestamp. On the other
hand, S2DTW shows the results that the unrelated pairs
are weakly aligned because S2DTW skips them appropri-
ately. Moreover, the Soft-DTW has another problem that
it is forced to align the start point (1,1) and the end point
(n,m). Unlike the Soft-DTW, we observe that S2DTW can
ignore the start point and the end point.

The Soft-DTW also finds a temporal alignment path even

1Also refer to Figure 1c as an illustrative example.

TA WA LS HMDB UCF YC2 MV CT

(1) - - - 38.9 68.6 8.7 12.7 22.9

(2) A - - 39.4 69.3 9.6 13.6 23.5
(3) B - - 36 68.5 5 10.5 17.4
(4) C - - 36.9 68 4.9 11.5 16.8

(5) A 4 - 39.1 70.6 10.6 14.7 26.9

(6) A 4 4 42 72.1 12.5 17.4 28.2

Table 6. Ablation Studies. We report accuracy on the HMDB and
UCF, R@10 on the YouCook2 (YC2) and MSR-VTT (MV), and
CTR on the CrossTask (CT) to evaluate the contribution of the fol-
lowings: temporal data augmentation (TA), weak alignment (WA),
and local neighborhood smoothing (LS). Each element is applied
to the standard DTW with a contrastive learning scheme. For TA,
we evaluate the following strategies: A: suppressing semantically
strong permutation (ours), B: random permutation, and C: encour-
aging semantically strong permutation (inverse of ours).

in the entirely uncorrelated data like the case of Figure 1d.
The bottom row of Figure 5 illustrates that most elements
of the pairwise distance are greater than zero (the leftmost
matrix), i.e., the clips and captions are almost entirely irrele-
vant. The path is clearly drawn in the Soft-DTW while most
elements are not learned in S2DTW by aligning weakly. (2)
and (5) of Table 6 show that weak alignment of S2DTW
improves the performance on the weakly correlated data by
ignoring irrelevant pairs.

5.2.3 Local Neighborhood Smoothing

We also evaluate the effectiveness of local neighborhood
smoothing. As mentioned in Section 4.1, local neighbor-
hood smoothing can reflect local optimal path as well as
global optimal path. (5) and (6) in Table 6 show that local
neighborhood smoothing complements the DTW and im-
proves the performance.

6. Conclusion
We have presented a novel multi-modal self-supervised

learning framework for learning joint embeddings of video
and text from uncurated narrated videos. To address the
challenges of weakly correlated video and caption pairs, our
framework VT-TWINS first aligns the clips and captions
by the proposed weak alignment algorithm and learns rep-
resentations via contrastive learning. Our experiments on
a wide range of three tasks over five benchmark datasets
demonstrate that the proposed method significantly im-
proves the generality of joint embeddings and outperforms
self-supervised methods as well as fine-tuned models on tar-
get tasks. The proposed framework is a generic framework
that is applicable in representation learning with multi-
modal time-series data. Future directions, limitations, and
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negative societal impacts are discussed in the appendix.
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