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Abstract

Visual appearance is considered to be the most impor-
tant cue to understand images for cross-modal retrieval,
while sometimes the scene text appearing in images can
provide valuable information to understand the visual se-
mantics. Most of existing cross-modal retrieval approaches
ignore the usage of scene text information and directly
adding this information may lead to performance degra-
dation in scene text free scenarios. To address this is-
sue, we propose a full transformer architecture to unify
these cross-modal retrieval scenarios in a single Vision and
Scene Text Aggregation framework (ViSTA). Specifically,
VISTA utilizes transformer blocks to directly encode image
patches and fuse scene text embedding to learn an aggre-
gated visual representation for cross-modal retrieval. To
tackle the modality missing problem of scene text, we pro-
pose a novel fusion token based transformer aggregation
approach to exchange the necessary scene text information
only through the fusion token and concentrate on the most
important features in each modality. To further strengthen
the visual modality, we develop dual contrastive learning
losses to embed both image-text pairs and fusion-text pairs
into a common cross-modal space. Compared to existing
methods, ViSTA enables to aggregate relevant scene text
semantics with visual appearance, and hence improve re-
sults under both scene text free and scene text aware sce-
narios. Experimental results show that ViSTA outperforms
other methods by at least 8.4% at Recall@1 for scene text
aware retrieval task. Compared with state-of-the-art scene
text free retrieval methods, ViSTA can achieve better accu-
racy on Flicker30K and MSCOCO while running at least
three times faster during the inference stage, which vali-
dates the effectiveness of the proposed framework.

*Equal Contributions. This work is done when Mengjun Cheng is a
research intern at Baidu Inc.
Corresponding author.

(a) Conventional cross-modal retrieval ~ (b) Vision and scene text aggregation

HX Query: “Aperson holding up a gummy hot dog in their hand.”

[l Visual embedding & Scene text embedding
Figure 1. Given a text query, two images are close in visual se-
mantics for (a) conventional cross-modal retrieval. By consider-
ing visual appearance and scene text information, e.g.,“gummy
hotdog”, into one framework, (b) the proposed Vision and Scene
Text Aggregation (ViSTA) approach enables to distinguish the se-
mantic difference between images I; and I> (f2 < 61), and can
be also adapted to conventional scene text free scenarios.

1. Introduction

As one of the most important multi-modal understand-
ing tasks, cross-modal retrieval attracts much attention due
to its valuable applications, e.g., news search and product
retrieval. Cross-modal text-to-image retrieval [10, 11,22
aims to return the most relevant candidate based on the rel-
evance between the text content of a query and the visual
appearance of an image. The performance of this retrieval
task is largely improved by better visual representation and
detailed image-text alignment [3,22,25,28].

In recent years, following the success of BERT [7] in
natural language modeling, transformer-based single en-
coder architectures [5, 15, 16,20, 23,26, 29, 36, 44,47, 49]
are adopted to fuse images and text, and image-text pre-
training for fine-tuning becomes the mainstream paradigm

in modeling visual-language tasks, significantly boosting
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the cross-modal retrieval performance. However, these ap-
proaches with deep interactions between images and text
are orders of magnitudes slower and hence impractical for
the large-scale cross-modal retrieval task. As dual-encoder
architectures, CLIP [37], ALIGN [18] and WenLan [17] ex-
ploit cross-modal contrastive pre-training by encoding im-
ages and text separately, which allows that image and text
features can be computed in an offline setting to efficiently
calculate similarities between large-scale image-text pairs.
Even though the performance of the cross-modal retrieval
task is greatly improved by the million-scale image-text
contrastive pre-training [37], it is still difficult and ineffec-
tive to learn specific fine-grained visual concepts, e.g., the
scene text semantics from images [37]. More recently, a
new cross-modal retrieval task [31] is proposed to enable
the usage of scene text in an image together with its visual
appearance. Specifically, an image in this task is paired with
the corresponding scene text features to help to determine
the similarity between the query’s textual content and the
image’s visual appearance plus scene text. Benefiting from
exploiting additional scene text features, this model can im-
prove the cross-modal retrieval accuracy than those exploit-
ing only visual appearance. Nevertheless, in a real-world
image corpus, there are only a fraction of images contain-
ing scene text instances. The model designed for the scene
text aware retrieval task might fail to generate reliable sim-
ilarities between the query and images without scene text
instances, and can not be adapted to the conventional scene
text free retrieval task.

To overcome this issue, we propose an effective Vision
and Scene Text Aggregation (ViSTA) framework to tackle
both scene text aware and scene text free cross-modal re-
trieval tasks. Specifically, ViSTA utilizes a full transformer
design to directly encode image patches and fuse scene
text embedding to learn an aggregated visual representation.
To enforce each modality focusing on its most important
features, we propose a novel token based aggregation ap-
proach by sharing the necessary scene text information only
through the fusion token. To tackle the modality missing
problem of scene text, we further develop dual contrastive
supervisions to strengthen the visual modality, and embed
both image-text pairs and fusion-text pairs into a common
cross-modal space. Compared to existing fusion methods,
ViSTA enables to aggregate relevant scene text semantics
with visual appearance, and hence improve results under
both scene text free and scene text aware scenarios.

The contributions of this paper are three-fold. 1) We
propose a full transformer architecture to effectively ag-
gregate vision and scene text, which is applicable in both
scene text aware and scene text free retrieval scenarios. 2)
We propose a fusion token based transformer aggregation
design to exchange the relevant information among visual
and scene text features, and dual contrastive losses to en-

hance visual features. 3) The proposed cross-modal re-
trieval framework can remarkably surpass existing methods
for the scene text aware retrieval task and achieve better per-
formance than state-of-the-art approaches on scene text free
retrieval benchmarks as well.

To the best of our knowledge, it is the first time to solve
scene text free and scene text aware cross-modal retrieval
tasks with a vision and scene text aggregated transformer.

2. Related Work

Cross-modal retrieval aims to return relevant images or
text descriptions given text or an image query. Most ap-
proaches learn a joint cross-modal embedding space to pro-
duce closer representation for semantically relevant im-
age and text pairs [10, 11, 33]. Since the deep learning
era, the visual representation for cross-modal retrieval has
been consistently improved from grid-based CNN (convo-
lution neural network) [10] to a pre-trained object detec-
tor [22,25]. In the meantime, finer image-text alignment
approaches are developed, e.g., attention mechanisms, iter-
ative matching, and graph-based relationship reasoning be-
tween image features and text embedding [3, 8,22,25,28].
Most of these approaches rely on Rol (region-of-interest)
features extracted from a pre-trained Faster-RCNN detector
on the Visual Genome (VG) dataset [21], which limits the
performance on the out-of-domain visual concepts. By con-
trast, ViSTA directly takes image patches as the input and
builds upon the recent contrastive image-text pre-training
paradigm, which is capable of achieving better performance
by end-to-end training at a much faster inference speed.
Vision language pre-training has become a mainstream
paradigm in multi-modal understanding, which can remark-
ably boost the performance on various vision and language
tasks, e.g., cross-modal retrieval and visual question an-
swering (VQA), etc. Most of these approaches utilize trans-
former based architectures, which can be categorized as
single-encoder and dual-encoder pre-training. The single
encoder architectures [5, 15, 16,20,23,26,29,36,41,42, 44,
,49] are adopted to fuse images and text with the multi-
modal transformer for interactions, performing high accu-
racy in various downstream tasks. To speed up the infer-
ence stage and adapt to more visual categories, grid-based
image features [ 15, 16] and newly proposed patch-based im-
age embedding methods [20,24,44] are utilized for end-to-
end training, which directly take image pixels or patches
and text embedding as the input. However, the computa-
tion cost of these approaches is still huge and impractical
for the large-scale cross-modal retrieval task. Instead, dual-
encoder architectures [17, 18, 37] encode images and text
separately, making it possible to calculate similarities of
image-text pairs in the linear time complexity. Even though
the performance of the cross-modal retrieval task is greatly
improved by the million-scale image-text contrastive pre-
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Figure 2. The proposed Vision and Scene Text Aggregation (ViSTA) framework for cross-modal retrieval.

With the proposed fusion

token based vision scene text aggregation layer, ViSTA learns a common cross-modal space by a dual-encoder transformer architecture,
supervised by dual contrastive losses between image-text pairs and fusion-text pairs, respectively.

training [37], it is still difficult and ineffective to learn spe-
cific fine-grained visual concepts, e.g., the scene text se-
mantics from images [37]. By contrast, ViSTA incorporates
vision and scene text into a full transformer based dual-
encoder architecture, taking image patches, scene text, and
text queries as the input for unified cross-modal retrieval.

Scene text in vision and language receives much attention
as the extension of previous applications, e.g., text-based
image caption [39,45] and Text-VQA [2,40,45,48,50]. All
these approaches utilize OCR (optical character recogni-
tion) results to form scene text embedding [2, 12, 40, 45],
following the typical architecture of single-stream trans-
former [29] with Rol region features. Other works [12] [43]
for scene text retrieval tasks aim to return images that con-
tain the query word, and a CNN based fusion approach [1]
integrates scene text and visual appearance to improve the
performance for fine-grained image classification in spe-
cific scenarios. More recently, StacMR [31] introduces
scene text aware cross-modal retrieval (StacMR) consid-
ering scene text as an additional modality, which utilizes
GCN (graph convolution network) to obtain context repre-
sentation of images and scene text for final fusion. Differ-
ent from all these methods, ViSTA utilizes full transformer
blocks to encode image patches and scene text with mid-
level fusion, which can be adapted to both scene text aware
and scene text free scenarios.

3. Approach

The overall architecture of our proposed ViSTA frame-
work is developed as a dual-encoder architecture as shown

in Fig. 2, which makes it practical for large-scale cross-
modal retrieval. To achieve a strong feature representation
for better retrieval accuracy, we adopt a full transformer de-
sign to encode images, scene text, and text query by uni-
modal encoders, respectively, before feeding them for fur-
ther aggregation and calculating the cross-modal contrastive
losses. The whole model including vision, scene text, and
text encoders is end-to-end trainable, which allows bet-
ter generalization beyond Rol features by cross-modal pre-
training [16] [15] [20] [44]. In order to fuse visual features
with relevant scene text semantics, we propose a fusion to-
ken based aggregation approach, which shares the relevant
information across these two modalities only through the
fusion token. As a result, this token can see all the informa-
tion at each transformer layer and can be used for fusion-
text contrastive learning. Since scene text instances do not
often appear in images and in some cases the correlation
between scene text and images might be weak in visual se-
mantics. Therefore, to enhance the visual representation
rather than over-fit to the noisy scene text features, we also
utilize image token at the last layer for effective image-text
contrastive learning. With such designs, ViSTA can be ef-
fectively adapted to both scene text aware and scene text
free retrieval scenarios.

Problem formulation. Given a set of image and text pairs,
the vision and scene text encoder aims to encode an image
I and recognize the scene text appearing in this image. The
scene text instances contain a set of IV, detected words and
locations by an OCR model as O = {o;””“d7 obbor}No f
there is no scene text detected in the image, O can be an
empty set as (). In the scene text aware text-to-image re-



trieval task [31], the model is required to generate a simi-
larity score S(q, I') between a text query ¢ and each image
I based on the relevance of the query’s textual content and
the image’s visual features ) together with its scene text
features O. In the scene text free text-to-image retrieval
task, which is the same as the conventional text-to-image re-
trieval, scene text instances do not appear in images. There-
fore, these images are only sorted by the relevance between
the visual appearance and the content of text query.

3.1. Vision and Scene Text Encoders

Following the success of vision transformer [9], the vi-
sion encoder directly takes image patches as the input. By
slicing an image into multiple patches, a patch sequence
P = [p1,--- ,pn,] is used to form a simple linear projec-
tion of pixels before feeding into transformers. A positional
embedding is added to each patch token to encode the po-
sition information. Besides, the embedding of the devised
special token [IMG] is inserted in P. The vision encoder
is built upon a stack of L, standard transformer layers. Let
us denote the input sequence of the [-th vision transformer
layer by V;. The output sequence of the [-th layer severs as
the input sequence of the next layer, calculated as

Y, < MHSA(LN(V))) +V;,

Vl+1 (*MLP(LN(Yl)) +Yl, M
where MHSA (+) denotes the multi-head self-attention layer,
MLP(-) denotes the multi-layer perception layer, and LN(-)
denotes the layer normalization. The input of the first trans-
former block, V1, is just the patch sequence P. Finally, the
output of the last vision transformer layer, V, , serves as
the visual features V = {v; };V:”l To be specific, the j-th
item in V1, corresponds to the v; as v; = V[, j].

Similar to the vision encoder, the scene text encoder is
a stack of L, standard transformer layers. The input scene
text embedding is mainly obtained from the OCR results by
Google API [13] and encoded in tokens. The input token
from these OCR results is combined with modal type St¥P¢
and position embedding StoF¢-i¢ a5

Sinit = Embedding(o™°"?) 4 Stvpe 4 gtoken-id ()

Following the previous method in Text-VQA [14], the scene
text embedding encoded by BERT [7] can be further com-
bined with the 4-dimensional location information of OCR
tokens using normalized bounding box coordinates 0?*°*
and can be formulated as

So = BERT(Sinit) + Fuincar (0”°%), 3)
where F;neqr linearly projects the normalized coordinates

into the two-dimensional position embedding with the same
size as the encoded scene text tokens.
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Figure 3. The vision scene text aggregation layer. The fusion token
shared between two modalities exchanges the relevant information
to learn a scene text aggregated visual representation.

3.2. Vision and Scene Text Aggregation

Since scene text appearing in images may provide valu-
able information while in most cases images do not contain
any scene text information, the semantic relevance between
scene text and visual appearance varies case by case, which
might be weak in correlations. Therefore, it is challenging
to aggregate these two different modalities into a unified vi-
sual representation for effective cross-modal retrieval.

To handle both scene text aware and scene text free
cross-modal retrieval tasks, it is necessary for the visual
tower to learn corresponding final features of image modal-
ity for matching. Therefore we use different tokens, an im-
age token or a fusion token, to get the final features based
on whether the OCR recognition result is none or not in the
training stage. In the scene text free scenarios, our visual
tower degenerates to a pure vision encoder model as in Sec-
tion 3.1 and outputs the image feature of [IMG] token as
final features. In the scene text aware scenarios, we use the
scene text encoder to learn semantic features of scene text.
And as shown in Fig 2, our visual tower simply adds L
layers of vision and scene text aggregation layer to make
mid-level fusion in image modality and outputs fusion fea-
tures from extra fusion token [FUS] as final features.

As shown in the detailed structure of Fig. 3, the vision
scene text aggregation layer is composed of a vision trans-
former layer and a scene text transformer layer from two
encoders. To exchange the relevant information of vision
and scene text, the two layers are added with a new token,
which is a shared special fusion token [FUS]. We denote
the input image token and scene text token of [-th vision en-
coder and scene text encoder in the aggregation stage by V;
and S;. And the input fusion token of [-th vision and scene
text aggregation is denoted by F;. The workflow of the vi-
sion transformer layer of Eq. 1 in the aggregation stage is
updated to

Y, + MHSA(LN([V;, FZD) + [Vl; Fl] )
[Vl+1; VFUS] — MLP(LN(Y[)) + Yl,

where Vyyg is the output image feature corresponding to
the fusion token. Same is the workflow of the scene text
transformer layer in the aggregation stage as

Y, < MHSA(LN([S;; Fi])) + [Si; Fi

5
[Sl—i-l; SFUS} — MLP(LN(Yl)) +Y,, ©)



Table 1. Dataset split for the evaluation of cross-modal retrieval tasks. Note that * indicates that the CTC-5K test samples have been

excluded from the MSCOCO train split.

Task Pre-training Fine-tuning Test
Scene text aware VG Flickr30K + TC + CTC train CTC-1K, 5K
. . Flickr30K train Flickr30K test
Conventional scene text free | SBU + GCC + VG + MSCOCO MSCOCO™ rain MSCOCO-5K tost

Table 2. Model settings at various scales.

Model Vision Scene text In.put
encoder encoder size
ViSTA-S | 12layers, 6 heads BERT-mini 224X 224
ViSTA-B | 12 layers, 12 heads BERT-Base 384x 384
ViSTA-L | 12 layers, 24 heads BERT-Base 384x 384

where Sgpyg is the output scene text feature corresponding
to the fusion token. The input fusion features of the next
layer are calculated by their element-wise summation as
shown in Fig. 3, defined as F; 11 = Vpys + Spus. In this
way, visual features V and scene text features S are learned
through independent transformer layers, respectively. The
special fusion token [FUS] plays the role of the bridge of
two encoders as it is shared in two encoders. Due to the
vision and scene text aggregation layers, the learning of im-
age features and scene text features is affected by each other
by the indirect fusion token. A similar bottleneck attention
structure for video classification [34] fuses video patches
and sound by averaging the prediction of the two modal-
ities. Instead of updating shared tokens twice, ViSTA di-
rectly adds the predicted fused tokens from vision and scene
text transformer layers, forming the fusion token during the
aggregation process. To further consider the modality miss-
ing problem of scene text, we propose additional image-
text contrastive loss to enhance the visual representation to-
gether with the fusion-text contrastive loss. Therefore, both
image-text pairs and fusion-text pairs contain the informa-
tion of visual appearance and share only the relevant part
of the information within scene text through shared tokens,
which aims to benefit scene text aware cross-modal learn-
ing.

Fusion feature embedding. We consider the fusion token
as another modality and therefore add a different modal type
embedding to the randomly initialized [FUS] token embed-
ding, which can be calculated as

FO — Finit + Ftype + Ftoken,id7 (6)

where F( is the first input fusion features of vision and
scene text aggregation layers.

3.3. Cross-Modal Contrastive Learning

Conventional scene text free and scene text aware image-
text retrieval are two different tasks calling for visual fea-
tures only and fused visual-semantic features respectively,

which correspond with the output features of [IMG] and
[FUS] tokens. The final features are constructed into image-
text pairs or fusion-text pairs with text queries. We intro-
duce dual contrastive learning losses to embed both image-
text pairs and fusion-text pairs into a common cross-modal
space. The total loss is

Liotar = aLite + (1 — ) Lpye, 7

where L;;. and L. are image-text contrastive loss and
fusion-text contrastive loss. Note that « is the parameter
to trade off between these losses and is set to 0.9 as default.

For N image and text pairs as a batch, the fusion-text
contrastive loss aims to maximize the similarity between NV
matched pairs and minimize the similarity between the last
N2 — N incorrect pairs, formulated as

1
Lyt = i(ﬁfzt + Liag). 3

The fusion-text contrastive learning aims to minimize the
symmetric loss between the fused token and text [CLS] as

1 Y exp(f,"t;/o)
£ t — — 7 l -
r N; OgZ;‘Vzl exp(f;'tj/o)
exp(t] fi/o)

T AT og )
N i=1 E;Vd exp(t?fj/a)

where f; and t; are the normalized embedding of fusion
features in the i-th pairs and that of text in the j-th pairs, re-
spectively. The temperature parameter o is a trainable vari-
able and its initial value is set to 0.07 as default [18]. Same
as L., the image-text contrastive loss is formulated as

€))

Lior =

1
Lite = §(£i2t + L42;), (10)
where
r 1 il exp(v; t; /o)
W2t = T o7 O —N
N i=1 Zj:l exp(v tj /o) (11
N T
exp(t; v;/o)
»CtZi = —— Z lOg N L .
N i=1 Zj:l eXP(tvaj/U)

Note that v; is the normalized embedding of the ¢-th image.
In the training stage, if the extracted OCR result is None,
the L ;. loss would not be added to the total loss.



Table 3. Comparisons with the state-of-the-art scene text aware approaches on CTC.

CTC-1K CTC-5K
Model Image-to-text Text-to-image Image-to-text Text-to-image
R@] R@5 R@10 R@]l R@5 R@I10 | R@l R@5 R@10 R@]l R@5 R@I0
SCAN [22] 363 637 752 266 536 653 | 228 456 543 123 286 399
VSRN [25] 382 674 79.1 266 542 662 | 2377 476 59.1 149 347 455
STARNet [31] | 44.1 748 827 315 608 724 | 264 5l1.1 63.9 17.1 374 483
ViSTA-S 525 779 872 367 662 778 | 31.8 56.6 678 20.0 429 544

Table 4. Comparisons with other approaches on Flickr30K and MSCOCO in terms of zero-shot retrieval.

Time Flickr30k (1K) MS-COCO (5K)
Model (ms) Image-to-text Text-to-image Image-to-text Text-to-image
R@l R@5 R@10 R@! R@5 R@I0|R@]! R@5 R@I0 R@l R@5 R@I0

VIiL-BERT [29] | 7900 | 31.9 61.1 728 - - - - - - - - -

Unicoder-VL [23] | 7925 | 643 85.8 923 484 760 852 - - - - - -
ImageBERT [30] | 7900 | 70.7 90.2 940 543 79.6 875 |44.0 712 804 323 59.0 702

UNITER-B [5] | 7900 | 80.7 95.7 98.0 662 884 929 - - - - - -
ViLT-B [20] “15 | 732 936 965 550 825 89.8 | 565 826 89.6 404 700 81.1
ViSTA-B “17 | 753 938 975 595 843 903 | 60.7 858 923 448 728 825
ViSTA-L 740 | 792 954 981 670 887 931 |639 871 93.0 474 750 84.0

4. Experiments

We conduct experiments on two downstream cross-
modal retrieval benchmarks to validate the effectiveness of
the proposed approach. The scene text aware cross-modal
retrieval task is evaluated on the COCO-Text Captioned
(CTC) [31] dataset, and the conventional cross-modal re-
trieval experiments are conducted on the Flickr30K [46] and
MSCOCO [19] benchmarks, including image-to-text and
text-to-image retrieval tasks reported in Tab. 3 and Tab. 5.
We also analyze the effectiveness of structures of the pro-
posed ViSTA and show some cases in the ablation study.

Datasets. All the pre-training, fine-tuning, and test set-
tings of different tasks are reported in Tab. 1. The setting
of scene text aware cross-modal retrieval task follows [31].
In conventional scene text free cross-modal retrieval task,
four publicly available datasets including Microsoft COCO
(MSCOCO) [27], Visual Genome (VG) [21], SBU Captions
(SBU) [35], and Google Conceptual Captions (GCC) [38]
datasets are used for pre-training. Since the CTC dataset
is also constructed from MSCOCO, all images of CTC-
5K test are contained in MSCOCO train set. Therefore,
for evaluation purpose on the CTC dataset, we remove the
duplicate images from the MSCOCO dataset and denote it
as MSCOCO*. For the evaluation metric, all these experi-
ments are evaluated in terms of the percentage of contain-
ing a matched pair in the top returns, i.e., RQ1, RQ5, and
R@10, respectively.

Implementation details. For a fair comparison, we imple-
ment several versions of models with different scales, as
shown in Tab. 2. For all experiments, we use the AdamW
optimizer with a base learning rate of le-4 and augmenta-
tion of random horizontal flipping and random augmenta-
tion [16]. We pre-train for 80 epochs on 40 NVIDIA Tesla

V100 GPUs and finetune for another 10 epochs on 8 Tesla
V100 GPUs. For scene text free cross-modal retrieval task,
we pre-train ViSTA-B and ViSTA-L on combined datasets,
i.e., SBU, CC, VG and MSCOCO* for fair comparisons
with previous approaches. Note that images in the CTC
train set are all included in the train set of MSCOCO.

4.1. Scene Text aware Cross-Modal Retrieval

For fair comparisons in scene text aware retrieval, we
evaluate models on CTC-1K and CTC-5K test sets, respec-
tively, strictly following the previous train and test split
[31]. As shown in Tab. 3, Our ViSTA-S model performs a
large improvement of 8.4% and 5.4% on R@1 in scene text
aware image-text retrieval task on CTC-1k. Compared to
STARNet [31] which uses GCN to get the representation of
scene text for fusion, we use BERT to refine it. And the self-
attention operators on vision encoders learn the long-range
dependence in images and help our ViSTA model to learn
the relationship between patches. The vision and scene text
aggregation layers learn the joint distribution of modalities
of vision and scene text and refine the representation space.

4.2. Scene Text Free Cross-Modal Retrieval

For conventional image-text retrieval, we measure zero-
shot and fine-tuned performance on the Karpathy & Fei-Fei
split of MS-COCO and Flickr30K [46] and compare with
state-of-the-art methods in Tab. 4 and Tab. 5, respectively.
All the settings are the same as the pre-training stage. When
fine-tuning on Flickr30K, we use the fine-tuned weight on
COCO-5K as the initial weight. Following the efficient
framework of dual-tower and patch projection operator, our
model has a comparable speed with ViLT [20] and bet-
ter performance, as shown in Tab. 5. And our large-scale
model ViSTA-L achieves superior results than state-of-the-



Table 5. Comparisons with state-of-the-art approaches on fine-tuning Flicker30K and MSCOCO benchmarks.

Time Flickr30K (1K) MS-COCO (5K)
Model (ms) Image-to-text Text-to-image Image-to-text Text-to-image
R@] R@5 R@10 R@] R@5 R@I10|R@]l R@5 R@10 R@l R@5 R@I10

SCAN [22] - 674 903 958 486 777 8.2 | 504 822 900 386 693 804
VSRN [25] - 713 906 96.0 547 81.8 832 | 530 81.1 894 405 706 8l.1
IMRAM [3] - 741 930 96.6 539 794 872 | 537 832 910 397 69.1 798

GSMN [28] - 764 943 973 574 823 89.0 - - - - - -
SGRAF [8] - 778 941 974 585 83.0 888 | 578 - 91.6 419 - 81.3

Vil-BERT [29] 7920 | 582 849 915 - - - - - - - - -
Unicoder-VL [23] | 7925 | 86.2 963 99.0 715 912 952 | 623 871 928 484 767 859
UNITER-B [5] 900 | 8.9 97.1 988 725 924 96.1 | 644 874 931 503 785 872

ERNIE-VIL-B [47] | 7920 | 86.7 97.8 99.0 744 927 959 - - - - - -

VSEinfty [4] 884 983 995 742 937 96.8 | 66.4 89.3 - 51.6 793 -
PCME [6] - - - - - - - 442 738 83.6 319 621 745

Miech et al [32] - - - - 72.1 915 952 - - - - - -

12-in-1 [30] - - - - 679 89.6 942 - - - - - -
Pixel-BERT-X [16] | 160 | 87.0 98.9 995 715 921 958 | 63.6 875 93,6 501 77.6 86.2
SOHO [15] - 865 981 993 725 927 96.1 | 664 882 938 506 780 86.7

H Xue et al. [44] - 87.0 984 995 735 931 964 - - - - - -
Pixel-BERT-R [16] | 60 | 75.7 947 97.1 534 804 885 | 598 855 916 41.1 69.7 805
ViLT-B [20] 15 | 835 967 986 644 887 938 | 615 863 927 427 729 83.1
ViSTA-B “17 | 848 974 990 689 91.1 951 | 639 878 936 478 758 845
ViSTA-L “40 | 89.5 984 996 758 942 969 | 689 90.1 954 52.6 79.6 87.6

art methods at a low speed. Our model is not affected in
those datasets when the modality of scene text is missing
and still performs well on downstream tasks due to the fu-
sion token based vision and scene text aggregation.

4.3. Ablations

To validate the effectiveness of the proposed vision and
scene text aggregation layers for the visual tower, we con-
duct ablation experiments on the CTC dataset. We fix the
text tower with BERT-mini and implement different visions
of the visual tower. As shown in Tab. 6, only using scene
text information encoded by GCN or BERT-mini is insuf-
ficient for cross-modal retrieval. Compare with the archi-
tecture in STARNet [31], incorporating vision transformer
in cross-modal retrieval, e.g., ViT-S, can achieve better per-
formance due to the improved visual representation. Com-
pared with results of only using the visual modality, ViSTA
with scene text embedding can remarkably improve the per-
formance by 5.5%/2.1% in R@1 on CTC-1K, which is con-
tributed by the effective vision and scene text aggregation.

Table 6. Ablation study on the impact of modality aggregation.

. Scene CTC-IK .
Model Visual text Image-to-text Text-to-image
R@] R@5 R@10 R@1 R@5 R@10

GCN v [ 108 202 254 44 113 156
BERT-mini v’ 243 354 408 9.6 178 226
Rol+GCN [31]] Vv v |441 748 827 315 608 724
ViT-S + GCN v v 472 742 842 332 63.6 754
ViSTA-S v 47.0 73.8 843 346 634 753
ViSTA-S v v |525 779 872 36.7 662 77.8

We also conduct several experiments to validate the ef-

Table 7. Ablation study on the number of fusion layers.

CTC-1K
The number :
of fused layers Image-to-text Text-to-image
R@l R@5 R@10 R@l R@5 R@I10
Ly= 482 743 850 356 648 768
Ly=2 522 770 863 354 648 762
Ly=4 525 779 872 367 662 718

Table 8. Ablation study on the impact of various fusion strategies.

Fusion CTC-1K .
strategies Image-to-text Text-to-image
R@1 R@5 R@10 R@]l R@5 R@I10
Global attention | 48.4 75,5 86.5 347 643 762
Cross attention | 50.5 74.4 84.1 31.1 59.8 729
Fusion token | 52.5 77.9 872 36.7 662 77.8
Late fusion 492 734 858 349 650 76.7

Table 9. Ablation study on the impact of loss functions.

CTC-1K
Liie | Lite Image-to-text Text-to-image
R@]l R@5 R@10 R@l R@5 R@I10
v 46.6 713 824 303 587 714
v v | 525 779 872 367 662 77.8

fectiveness of the proposed architecture. Tab. 7 shows that
the model can improve the results with an increased number
of fusion layers. Tab. 8 shows the results between the pro-
posed fusion token based method, multi-modal transformer
with global attention [41] and cross-attention [29] as well
as late fusion strategy for comparisons. As shown in the
Tab. 9, our proposed dual contrastive learning performs bet-
ter than a single fusion based contrastive loss. Two sepa-
rate contrastive losses for scene text aware scenarios help to
maintain effective cross-modal features when the scene text



Text query A tenms team was featured in a newspaper in 1970 or 1971.
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(a) Top-1 X (b) Top-2 v/ (c) Top-3 X

Text query: a person holding up a gummy hot dog in their hand
s 3 — T

Wecn. —enet — togtonet

(i) Top-3 X
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Figure 4. Examples of the text-to-image retrieval task for comparisons between results with and without scene text. Note that text queries
with the corresponding top returned images are shown in (a) to (1). The first three columns show the retrieved results of ViSTA-S without
scene text embedding, and the last three columns show the results of ViSTA-S. (best view in colors).

(a) Top three returned results by ViSTA:

1) A man eating a Nathans chili cheese dog in front of an ATM. v
2) A man eats a hot dog at a fast food place. X'

3) The guy is eating a doughnut at a doughnut shop. X

Top three returned results of ViSTA w/o scene text:
1) The guy is eating a doughnut at a doughnut shop. X

2) A man eats a hot dog at a fast food place. X

3) A young man biting a hot dog sitting at a table at a fast food court. v

(b) Top three retrieved results by ViSTA:
1) A STA LUCIA bus is driving down the road. v

2) A bus sits in the parking lot outside of Piccadilly Gardens. X
3) A charter bus with two stories heading to some where. X

Top three returned results of ViSTA w/o scene text:
1) A bus pull into a small parking lot space. X

2) A charter bus with two stories heading to some where. X

3) A bus sits in the parking lot outside of Piccadilly Gardens. X

(c) Top three returned results by ViSTA:
1) The arriving on the Ethiopian airliner are d ing on the runway. X
2) A China Airlines airliner is parked at an airport near another jet. v

3) A large continental jet sitting on a tarmac at an airport. X

Top three returned results of VIiSTA w/o scene text:
1) Commercial Lufthansa air plane parked at an airport. X
2) The arriving on the iopian airliner are d
3) An Aegean Airlines airplane on an airport runway. X

on the runway. X

Figure 5. Examples of image-to-text retrieval for comparisons between the top returned results with and without scene text.

information is noisy or missing.

Qualitative comparisons. For visual comparisons, we also
report some examples to illustrate the effectiveness of our
method. Our model benefits from the scene text informa-
tion in learning visual features. As shown in Fig. 4, based
on the query of “tennis”, 19707, and ”1971”, our ViSTA
model matches the correct images while the ViITSA with-
out scene text embedding retrieves a confusing result. And
in the second example, the ”gummy hotdog” is perfectly re-
trieved. For the text retrieval task, shown in Fig. 5, the scene
text extracted from images has semantic information and is
contained in retrieved results with ViSTA while it does not
well without scene text embedding.

5. Conclusions and Discussions

We have proposed an effective vision and scene text ag-
gregation transformer to learn a scene text enhanced visual
representation for cross-modal learning, unifying conven-

tional and scene text aware cross-modal retrieval tasks in
a single framework. To handle images where scene text
does not appear, we propose a fusion token based aggre-
gation approach, sharing relevant information only through
the fusion token, and a dual contrastive learning approach
to enhance the visual features as well. Experimental results
show the superior performance of ViSTA on both scene text
aware retrieval and scene text free retrieval methods, which
demonstrates the effectiveness of the proposed framework.

Note that the proposed approach can be also applied in
other vision and language tasks when scene text is neces-
sary as an additional modality. The contribution from scene
text aggregation also depends on the percentage of images
containing relevant scene text semantics and the correlation
between visual appearance and scene text in a specific task.

Broader impacts. Since the proposed approach can be
trained with a large amount of image and text pairs collected
from the web, further data analysis, balancing and cleaning



should be taken in production to mitigate the negative social
impacts caused by distribution bias and mislabeled data.
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