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Abstract

Recently, crowd density estimation has received increasing
attention. The main challenge for this task is to achieve
high-quality manual annotations on a large amount of
training data. To avoid reliance on such annotations, pre-
vious works apply unsupervised domain adaptation (UDA)
techniques by transferring knowledge learned from easily
accessible synthetic data to real-world datasets. However,
current Sstate-of-the-art methods either rely on external
data for training an auxiliary task or apply an expensive
coarse-to-fine estimation. In this work, we aim to develop
a new adversarial learning based method, which is simple
and efficient to apply. To reduce the domain gap between
the synthetic and real data, we design a bi-level alignment
framework (BLA) consisting of (1) task-driven data align-
ment and (2) fine-grained feature alignment. In contrast to
previous domain augmentation methods, we introduce Au-
toML to search for an optimal transform on source, which
well serves for the downstream task. On the other hand, we
do fine-grained alignment for foreground and background
separately to alleviate the alignment difficulty. We evaluate
our approach on five real-world crowd counting bench-
marks, where we outperform existing approaches by a large
margin. Also, our approach is simple, easy to implement
and efficient to apply. The code is publicly available at
https://github.com/Yankeeqgs j/BLA.

1. Introduction

Crowd counting aims to estimate the number of persons
in crowded scenes. This task has gained a lot of attention
[11,19] as it is useful for video surveillance, traffic control
and human behavior analysis. Especially under pandemics
such as COVID-19, it can be used to monitor and regulate
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Figure 1. Comparison of three different ways for source domain
augmentation. (a). Style transfer translates images from source to
a target-like domain based on target style priors, but the translation
is usually limited to color changes, and blind to the task objective.
(b). Domain randomization augments the source domain randomly
in a more diverse manner (colors, scales, etc.) but without any pri-
ors from target; our proposed task-driven data alignment is more
similar to domain randomization; but instead of random selection,
we pick the most suitable augmentation based on the task objec-
tive, which enables a more dynamic and robust model to the target
domain.

the flow of people for safety reasons.

In recent years, many methods have been proposed for
crowd counting. Most state-of-the-art approaches rely on
ground truth density maps for a large number of training
images, with each human head marked. However, it is ex-
tremely expensive to annotate so many human heads and
for high-density regions such manual labels can be noisy.
To reduce annotations costs, a large-scale synthetic dataset


https://github.com/Yankeegsj/BLA

GTAS Crowd Counting (GCC) [26] was created, serving as
a well-established training set with automatic annotations.
However, models trained on the synthetic dataset perform
poorly due to the large domain gap between synthetic and
real-world images. Thus, it is necessary to investigate how
to adapt the models trained on the synthetic domain to the
real domain, without requiring annotations on the latter, i.e.
via unsupervised domain adaptation (UDA).

There are a few UDA methods proposed for crowd
counting. For instance, SE Cycle-GAN [26] translates syn-
thetic images to the real domain with improved Cycle-
GAN and then trains purely on the translated images; Gaus-
sian Process-based iterative learning (GP) [24] generates
pseudo-labels on the target images via a Gaussian process to
allow for supervised training on the target domain. More re-
cently, better performance has been achieved by employing
an adversarial framework to align features from both source
and target domains [6, 8]. However, FSC [&] introduces an
auxiliary task of semantic segmentation, relying on external
labeled human body segmentation datasets for pre-training;
FADA [6] performs a coarse-to-fine estimation, making the
inference less efficient.

In this paper, we aim to develop a new adversarial learn-
ing based method, which is more effective and flexible. We
investigate the key components to boost performance. Pre-
vious methods employed either domain randomization or
style transfer for source domain augmentation, using no pri-
ors or the target style priors only. In contrast, our task-
driven data alignment is able to control the domain aug-
mentation based on both the target style priors and the task
objective such that it is optimized for our crowd counting
task on the given target domain. We show a comparison
of three different source domain augmentation methods in
Fig. 1. On the other hand, since the foreground and back-
ground regions differ significantly in semantics, we propose
a fine-grained feature alignment to handle them separately.

To summarize, the contributions of our work are as fol-
lows: (1) For more effective and efficient synthetic to real
adaptive crowd counting, we propose a novel adversarial
learning based method, consisting of bi-level alignments:
task-driven data alignment and fine-grained feature align-
ment. (2) To the best of our knowledge, it is the first UDA
approach to search for the optimal source data transform
based on the downstream task performance on the target
domain. (3) Experimental results on various real datasets
show that our method achieves state-of-the-art results for
synthetic-to-real domain adaptation; also, our method is
simple and efficient to apply.

2. Related Works

Since we solve the problem of domain adaptive crowd
counting, we first review recent works; our major contribu-
tion is a novel domain augmentation method via AutoML,

so we also discuss related works in the above two areas.

2.1. Domain Adaptive Crowd Counting

There are two groups of domain adaptation works in
crowd counting: real-to-real and synthetic-to-real. Real-to-
real adaptation aims to generalize models across real sce-
narios [9, 16], but since one real-world dataset is taken as
the source domain, manual annotations are still needed. In
contrast, synthetic-to-real adaptation fully avoids the re-
quirement for manual annotations and thus is more inter-
esting. In this work, we focus on synthetic-to-real adapta-
tion. One direct way is to translate the labeled synthetic
images to the style of the real images and then train on
the translated images [4,26], but it is limited by the perfor-
mance of the translation method. Another intuitive way is
to generate pseudo-labels on the target real images to allow
for supervised learning on the target domain [4, 24]. More
recently, the adversarial framework has been leveraged to
achieve better performance via feature alignment between
source and target domains [6, 8]. However, previous works
are not efficient, requiring external training data or addi-
tional inference time. For instance, FSC [&] introduces an
auxiliary task of semantic segmentation, relying on external
labeled human body segmentation datasets for pre-training;
FADA [6] performs a coarse-to-fine estimation, making the
inference less efficient. In this work, we leverage adversar-
ial training but aim to develop a simple yet effective method.

2.2. Domain Augmentation

Previously, there are two ways to augment the existing
source domain: one is domain randomization, randomly
changing the style of source images; the other is style trans-
fer, translating the source images to the target style. Both
of them preserve the contents of source images to allow for
supervised learning.

Domain randomization is mostly used for domain gen-
eralization, which handles unknown target domains. The
generated new samples with random styles are helpful to
enhance the generalization ability of the trained model. One
direct way is to generate various styles of images by style
transfer CNN [3 1] or data augmentation [25]. On the other
hand, AdalN [13] has demonstrated that the mean and vari-
ance of convolutional feature maps can be used to repre-
sent the image style, making the domain randomization eas-
ier [21]. Some recent works modify styles in the frequency
domain [12,28] by randomizing the domain-variant compo-
nents, which represent styles.

In contrast, style transfer is used for domain adaptation,
where the target domain images are given to provide style
guidance. The most common way is to generate source-to-
target images through Cycle-GAN [4,10,26]. Similar to do-
main randomization, some works also do it in the frequency
domain by replacing the style-related components with tar-



get ones, e.g. the amplitude of Fourier transform [30].

In this work, we propose a novel domain augmentation
method named task-driven data alignment which is supe-
rior than domain randomization and style transfer. The ma-
jor difference is that the augmentation is controlled by both
the target style priors and by verifying the counting perfor-
mance on a target-like domain. In this way, we are able to
optimize augmentation for our crowd counting task on the
given target domain.

2.3. Auto Machine Learning

Auto machine learning (AutoML) aims to free human
practitioners and researchers from selecting the optimal val-
ues for each hyperparameter, such as learning rate, weight
decay, and dropout [2], or designing well-performing net-
work architectures [1]. Pioneers in this field develop opti-
mization methods to guide the search process based on re-
inforcement learning (RL) [7], evolutionary algorithm (EA)
[29] and Bayesian optimization [18]. These works are of-
ten impractical because of the required computational over-
head. In contrast, a differentiable controller [20] converts
the selection into a continuous hidden space optimization
problem, allowing for an efficient search process performed
by a gradient-based optimizer.

We apply a differentiable controller to search for several
hyperparameters which represent styles. The transformed
source images are then used for training, where the feature
alignment becomes easier as the domain gap is reduced. In
order to verify the searched hyperparameters, we construct
a target-like domain in the feature space via AdaIN.

3. Bi-Level Alignment Counting (BLA)

In this section, we will introduce our bi-level alignment
method for cross-domain crowd counting. Our core idea
is to perform alignment between the source and target do-
mains at both data-level and feature-level via two compo-
nents namely task-driven data alignment and fine-grained
feature alignment. The overall pipeline is depicted in Fig. 2
and detailed descriptions are provided in the following.

3.1. Problem Formulation

For UDA crowd counting, we have an annotated syn-
thetic dataset S = (z%,y%)N5 as source and an unla-

beled real-world dataset T = (a:if)f\fl as target, where
zl, 2k € R3>*H>W denote an arbitrary image from the
source and target domain, and y% € RZXW represents the
ground truth density map in source. Our goal is to obtain a
model that performs well on the target domain via reducing
the large domain gap between the source and target.

3.2. Overview

As shown in Fig. 2, we propose a new UDA method for
crowd counting based on adversarial learning. It consists

of feature extractor (F), density estimator (&), task-driven
data alignment and local fine-grained discriminator (D).

At training time, the source dataset .S is first transformed
to ST, with the same labels; a pair of images (zg+,zT)
from the augmented source and target domains are fed into
F, obtaining corresponding feature maps (Fs, Fr), Fs and
Fr € REXhxw. D performs feature alignment by passing
reversed gradients to F; in the end, € predicts density maps
ys based on Fg, supervised by yg. At test time, the in-
ference is rather simple: each target image % only goes
through F and € to obtain the predicted density map 3.

Following previous works, we employ VGG16 [22] as
our feature extractor F. For &, we stack a series of convolu-
tion and deconvolution layers, inspired by [4].

The density estimation loss £ on a labeled source im-
age can be defined as follows:

Lu=Y llys —Fsl*. (1)
3.3. Task-Driven Data Alignment

Typically, domain augmentation enhances the perfor-
mance on the target domain using generated new samples
via domain randomization or style transfer. In contrast to
previous domain augmentation methods that are blind to the
downstream task, our method searches for the most suitable
augmentation based on both the target styles and the task
performance on target via AutoML. In such a task-driven
way, our method is expected to find a transform that better
serves for the downstream task on the given target domain.

It has been shown in [19] that for the crowd counting
task, images mainly differ in color, scale and perspective.
Accordingly, in this paper, we define three basic transform
units: RGB2Gray, scaling and perspective transform. Each
transform is a combination of the above three transform
units. As shown in Tab. 1, one transform is defined by five
parameters, among which only three are searched for sim-
plicity. It is notable the transform is not limited to the above
three units and can be easily extended to different and also
more types, with proper manual definitions.

. Parameters
Transform unit — -
Split ratio Attribute
RGB2Gray pc* -
Scaling ps Scale factor*
Perspective transform per Angle*

Table 1. Each transform consists of three different units, each rep-
resented by two parameters: one for split ratio and another for at-
tribute. * marks those parameters we search while others are fixed.
A full transform set is generated by iterating each parameter.

Given a transform, we split the whole source set into sev-
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Figure 2. Overview of our proposed bi-level alignment framework (BLA), which mainly consists of four components: feature extractor
(%), density estimator (&), task-driven data alignment and local fine-grained discriminator (D). At training time, the source dataset S
is transformed to S with the optimal transform searched via task-driven data alignment (Alg. 1), during which the validation feature
generator provides target-like features for candidate transform validation. Then the entire network is optimized based on ST and T using
the training objective in Eq. 5. At test time, we simply feed a target image =% to F and & to obtain the predicted density map 7.

eral subsets via a transform tree, as shown in Fig. 3. At the
Ist level, the whole source dataset is split into two subsets
with a ratio of pg, i.e. some images are converted to gray
scale images (along path Y), while others are kept the same
(along path N). At the following levels, each subset gen-
erated from the previous level goes through one split with
a given split ratio and an attribute parameter. Given three
transform units, we finally generate 8 (22) subsets.

In this paper, we use a differential controller to guide the
direction of our search process. The search process is iter-
ated via multiple rounds, each of which is described in Alg.
1. At each round, we first transform the source data given
some transform candidates, and then obtain the reward of
each transform via validation on a generated target-like set;
after that, we learn the mapping function from transforms
to corresponding rewards via training a differentiable con-
troller; finally, we update the transform candidates based
on the controller and goes to the next search round. In the
following, we explain the above process in more detail.

Source Data Transformation Based on Candidate
Transforms. At this st?\ge, we first randomly initialize a
transform set D = (dj,),.”,. Given an arbitrary transform
dy, we split the whole source set into several subsets via a
transform tree, as illustrated in Fig. 3. In this way, we apply
one transform on the source data and obtain a new mixed
source dataset S;F = (xf9+ , yg+ )Ns . Due to the large num-
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Figure 3. We split the whole source set into several subsets via a
transform tree according to pg, ps and ppr. “Y: pg” refers to per-
forming the transformation G with a ratio of pg; “N: 1 - pg” means
that no transformation is performed with a ratio of 1 - pg. Finally,
we obtain the corresponding subsets as shown at the bottom row,
which constitute S .

ber of source images, we do not do standard data augmen-
tation, but apply the transform on the original data to keep
the same size of S, and S.

Candidate Transform Validation. Based on each new
source dataset S,‘:, we train the whole network as shown in
Fig. 2 with the learning objective from Eq. 5. Now we
need to evaluate the alignment quality of each Sk*. Ideally,



this should be done by measuring the counting performance
on 7T'. Unfortunately, we do not have labels for 7". To ad-
dress this problem, we propose a validation feature genera-
tor, which takes the features of a pair of source and target
image features (Fs, Frr) from the feature extractor as in-
put and generate a new feature Fy via AdaIN [13], which
is a mixture of source contents and target style, namely a
target-like image feature.

Specifically, we first compute the source style repre-
sentation with channel-wise mean and standard deviation
w(Fs), o(Fs) € RC and the target style representation
w(Fr), o(Fr) € RY. Then we replace the style of Fg
with that of 7 and obtain Fy/:

F§ — u(Fg)

FS — Fe
\%4 lu‘( T) + U(Fg)

o(F5) - ( ), @
where ¢ € {1,2,3,- - -C} is the channel index. After that,
we feed Fy to the density estimator and get yy . Because
Fs and Fy share the same contents, we evaluate gy based
on yg. In this way, we obtain the evaluated validation per-
formance py, as reward for transform dj.

Candidate Transform Update. After obtaining the re-
ward for each transform in D, we then train a differen-
tiable controller and let it learn the mapping function from a
transform to its corresponding reward. The controller is of
encoder-decoder structure. The encoder takes a transform
as input, maps it to a hidden state, and predicts its perfor-
mance as Pi. The decoder reconstructs the transform dj. as
d;, from the hidden state. The loss function of our controller
is defined as:

Lo=|t—d +Ipe-nlt.  ®

Same with NAO [20], we then update the hidden state to-
wards the gradient direction of improved performance and
obtain a new transform set D', for better alignment. After
several rounds, we choose the optimal transform from all
validated transforms based on their rewards. Please refer
to [20] for more details regarding the update procedure.

3.4. Fine-Grained Feature Alignment

To perform feature alignment, we employ adversarial
learning via a discriminator and a gradient reverse layer. In-
spired by the success of using segmentation as an auxiliary
task for crowd counting [23], we propose a fine-grained dis-
criminator, with two separated classification heads for fore-
ground and background regions. To handle the unbalanced
numbers of foreground and background pixels, the discrim-
inator is applied on local patches instead of pixels.

Given the grid size G = (gn,gw), we feed a pair
of feature maps (Fg,Fr) to D and obtain two pairs
of patch-level discrimination maps: (Opg,Opgg) for
source and (Opp,Opr) for target, separating foreground

Algorithm 1 Pseudo code of one-round search procedure of
data-level alignment

Input: Source and target domain training set S, T'; the pre-
trained source only network § = {é\g, é\g}; the candidate
transform set ID and the controller C

1: for di, € Ddo =R

2:  initialize § = {07, 0¢,0p} with §

3: S} = transform (S,d){As Fig. 3}

4 G = train (G, Slj, )

5. pi = validate (G, S, T') { Val performance as reward }

6: end for

7. P = {pl,pg...}

8: € = train controller(C, D, P) { As Eq. 3}

9: D = update (C, D) {Same with NAO [20]}
10: return D, P

and background.
REH/gn)x(W/gw)

The segmentation masks (Mg, MT) are obtained by
thresholding the ground truth density maps. Please note that
for the target we use pseudo density maps instead. Specifi-
cally, we apply a threshold of th on each patch, to threshold
the sum of all its pixel values.

As shown in Fig. 2, we define local fine-grained dis-
crimination losses of background and foreground L g, L,
as follows:

Each map Org,Opr,0ps,0pr €

Lp=Lp+LF
Lp=Lps+Lpr
—Z 1—MS g(l—OB_g)
+> " —(1 = Mr) -log(Opr), (4)

Lr=Lrs+Lrr
= Z 7M5 . lOg(l — Ops)
-+ Z 7MT . lOg(OFT).

We use the same back-propagation optimizing scheme with
the gradient reverse layer [3] for adversarial learning.

3.5. Optimization

The optimization objective of the whole method is:

L:LE—F)\LD, (5)

where ) is a weight factor to balance the task loss £ and
the domain adaptation loss £ p.

The whole network is optimized via two steps. For data
alignment, we first optimize all the parameters in the net-
work including the feature alignment component for each
transform to obtain the corresponding reward, during the



search process in Alg. 1. After selecting the best transform,
we retrain the whole network including the feature align-
ment component with the transformed ST.

4. Experiments

We first introduce the datasets, evaluation metrics and
implementation details; then we provide comparisons with
state-of-the-art methods, followed by analysis on data align-
ment; finally, we perform some ablation studies.

4.1. Datasets and Evaluation Metrics

To evaluate the proposed method, the experiments are
conducted under adaptation scenarios from GCC [26] to five
large-scale real-world datasets, i.e. ShanghaiTech Part A/B
(SHA/SHB) [33], QNRF [15], UCF-CC-50 [ 14] and World-
Expo’10 [32] respectively. Statistics are listed in Tab. 2.

Dataset Attribute  # Images (Meagri Std)
GCC Syn 15,211 501+£718
SHA Real 482 501+456
SHB Real 716 123494

QNRF Real 1,535 815£1176

UCF-CC-50 Real 50 1,2794950
WorldExpo’10 Real 3,980 50+41

Table 2. Statistics of five real-world (Real) datasets and one syn-
thetic (Syn) dataset GCC used for experiments.

Following previous works, we adopt Mean Ab-
solute Error (MAE) and Mean Squared Error
(MSE) as evaluation metrics.N They are formu-
lated as: MAE = Y. > vyi—> ¥l, and

MSE = /45N, 1%y~ S ul% where N s the
number of test images; > y;, > ¥; represent the ground
truth and predicted number on the ¢-th image respectively.

4.2. Implementation Details

The architectures of feature extractor (), density esti-
mator (&), fine-grained discriminator (D) and controller (C)
are listed in supplementary. We input 4 pairs of source and
target images with a uniform size of 576 x 768 at each it-
eration. Following the previous work [4], we generate the
ground truth density map using Gaussian kernel with a ker-
nel size of 15x 15 and a fixed standard deviation of 4. We
set th, G in Eq. 4 and A in Eq. 5 to 0.005, (16,16) and 1.0
respectively for all our experiments; both ps and ppr are set
to 0.5. And the gradient factor of the gradient reverse layer
is set to 0.01. We also adopt a scene regularization strat-
egy proposed by [26] to avoid negative knowledge trans-
fer. We train the adversarial framework and controller with

Adam optimizer with default parameters, and their learning
rates are initialized as 10~° and 10~! respectively. All ex-
periments are conducted on a single NVIDIA RTX 2080TI
GPU with 11GB of VRAM and our code is implemented
with Pytorch.

4.3. Comparisons with State-of-the-Art

We compare our method BLA with previous published
unsupervised domain adaptive crowd counting methods un-
der the adaptation scenarios from synthetic GCC dataset
to five different real-world datasets. All methods employ
VGG16 [22] as backbone.

From the results in Tab. 3, we have the following obser-
vations: (1) Our proposed method outperforms all existing
domain adaptation methods by a large margin across dif-
ferent datasets and on WorldExpo’10 we achieve compara-
ble results with DACC. In particular, on SHA our proposed
method achieves 99.3 MAE and 145.0 MSE, outperform-
ing previous best results by 13.1 pp w.r.t. MAE and 31.9
pp w.r.t. MSE. (2) Our method is robust across various real
target datasets, showing high adaptability. As shown in Tab.
2, although the density of these real-world datasets varies a
lot, we perform the best on all target domains.

4.4. Analysis on Task-Driven Data Alignment

In order to understand how the data alignment be-
haves, we show the searched transforms for different tar-
get datasets in Tab. 4. It shows that our task-driven data
alignment is quite interpretable, representing various do-
main gaps between source and different target domains. For
instance, GCC contains highly-saturated color images while
UCF-CC-50 and WorldExpo’ 10 contain lots of images with
low saturations, so the RGB2Gray ratios on them are rather
high (0.85 and 0.98) as gray scale images are of O saturation;
in contrast, SHB is closer to GCC in terms of saturation, so
the RGB2Gray ratio on SHB is rather low (0.16). Similarly,
since UCF-CC-50 is denser than other datasets, its scaling
factor is particularly smaller, such that denser regions with
small-scale heads will be generated.

Moreover, we perform cross dataset validation by ap-
plying the searched transform on one dataset to another.
As shown in Tab. 5, when testing on SHB, the transform
searched on SHA underperforms that searched on SHB; and
vice versa. These results indicate that each dataset requires
its personalized transform to achieve the optimal perfor-
mance. It is necessary to search for the most suitable trans-
form on each dataset in an automatic way so as to avoid
tedious manual designs.

Additionally, Fig. 4 shows some qualitative results on
the SHA dataset. From Column 3, we can see that without
adaptation, the model either fails to detect the presence of
people in some areas (top row), or fails to get a correct es-
timate of the local density (middle and bottom rows). Our



Method SHA SHB QNRF UCF-CC-50  WorldExpo’10
MAE MSE MAE MSE MAE MSE MAE MSE Avg. MAE
NoAdpt [34] 160.0 2165 22.8 30.6 2755 4585 4872 689.0 42.8
Cycle-GAN [34] 1433 2043 254 397 2573 400.6 404.6 5482 26.3
SE Cycle-GAN [26] 123.4 1934 199 283 2304 3845 3734 5288 26.3
SE Cycle-GAN(T) [27] 119.6 189.1 16.4  25.8 2259 3857 370.2 512.0 24.4
FSC [8] 1293 187.6 169 247 2212 3902 - - -

FADA [6] - - 16.0 247 - - - - 21.6
GP [24] 121.0 181.0 128 19.2 210.0 351.0 3550 505.0 20.4
DACC [4] 1124 1769 13.1 194 211.7 3579 - - 174
BLA (ours) 993 1450 119 189 1989 316.1 346.8 480.0 17.9

Table 3. Comparison of our method with previous methods for synthetic-to-real adaptation. All methods employ VGG16 [22] as backbone.

Ground Truth No Adapt Task-Driven Data Alignment BLA (Ours)

Pred:143.6

Pred:238.5

o GT:1068
(amesiy &

Pred:512.8 Pred:1122.1 Pred:1115.2

Figure 4. Qualitative adaptation results of images with different levels of density on SHA.

Searched transform d Searched d for SHA  Searched d for SHB

Dataset Dataset
pc  Scale factor Angle [0.78,0.77, 12°] [0.16, 0.42, 3°]
SHA 0.78 0.77 12° MAE MSE MAE MSE
SHB 0.16 0.42 3° SHA 99.3 145.0 104.3 153.7
QNRF 0.67 0.41 25° SHB 147 26.4 11.9 18.9
UCF-CC-50 0.85 0.23 4°
WorldExpo’10  0.98 0.57 17° Table 5. Different datasets require different transformations for

optimal results.
Table 4. Searched transforms vary across different target datasets.

4.5. Ablation Studies

In this subsection, we conduct some ablation studies to
analyze different components of our proposed BLA. All ex-

task-driven data alignment helps to reduce the errors largely,
indicating the domain gaps are significantly narrowed. Af-
ter further adding our fine-grained feature alignment, our
BLA method provides more accurate final counts.

periments are conducted under the GCC — SHA adaptation
due to its large variation in crowd density.

Effects of Two Levels of Alignment. We first ana-
lyze the effects of data alignment and feature alignment.



As shown in Tab. 6, the performance is significantly im-
proved by ~25 pp w.r.t MAE (from 134.7 to 109.1) when
task-driven data alignment is employed. On the other hand,
we also observe a large improvement of ~14 pp w.r.t MAE
(from 134.7 to 121.1) by replacing global feature alignment
with fine-grained feature alignment. Moreover, we obtain a
total gain of ~35 pp w.r.t MAE by adding both alignments.
These results indicate the effects of two levels of alignment
and the complementarity between them.

Task-Driven Fine-Grained

Data Alignment Feature Alignment MAE  MSE
X X 1347 210.9
v x 109.1 1538
X v 121.1  200.8
v v 993 145.0

Table 6. Effects of two levels of alignment.

Effect of Task-Driven Data Alignment To evaluate the
effectiveness of task-driven data alignment, we replace it
with domain randomization and style transfer. From Tab. 7,
we can see that our task-driven data alignment outperforms
previous two data augmentation methods by a large margin.

Method MAE MSE

Style Transfer 1194 194.6
Domain Randomization 110.0 164.2
Task-Driven Data Alignment  99.3  145.0

Table 7. Effect of Task-Driven Data Alignment.

Effect of Validation Feature Generator. To evalu-
ate the alignment quality of each transform, we generate
a target-like feature set for validation via AdalN. In Fig.
5, we compare the counting performance on our generated
validation set and the real target training set w.r.t. MAE,
where the index indicates different combinations of trans-
form parameters. We can see that the two curves go in a
similar trend, i.e. the worst performance happens at index
0, the best performance happens at index 7, and there is
fluctuation in between. This comparison demonstrates that
our generated validation set is of high similarity to the real
target set, allowing us to do effective validation without re-
lying on target annotations. On the other hand, we observe
the performance varies a lot along the choice of transform
parameters, showing that different transforms highly affect
the performance. Thus it is of great importance to search
for an optimal transform for a given target set.

Impact of Grid Size in Fine-Grained Feature Align-
ment. Our fine-grained feature alignment strategy is con-
ducted in a patch-wise style. We analyze how the grid size

860 =8~ Validation

—f— Target

MAE

Index Index

Figure 5. Comparison of validation performance on the generated
set (left) and real target set (right) across different transforms w.r.t.
MAE. The similar trend verifies the effect of our validation feature
generator.

G affects the performance. As shown in Tab. 8, if the size G
is too small or too large, there will be a data imbalance be-
tween the numbers of background and foreground patches,
which results in poor feature alignment. Since the patch
size of 16 performs the best, we use 16 as the default size in
all experiments.

Gridsize G MAE MSE

(2,2) 138.1 2229
“4.4) 130.5 2054
(8.8) 129.0 206.3
(16,16) 121.1  200.8
(32,32) 141.4 2236

Table 8. Impact of local grid size G used in fine-grained feature
alignment.

In the supplementary material, we provide more ablation
studies on the impact of segmentation threshold, effect of
additional style transfer from S+ to T, effect of using more
transformations, and a comparison to grid search.

5. Conclusion

In this work, we propose a bi-level alignment framework
for synthetic-to-real UDA crowd counting. On one hand,
we propose task-driven data alignment to search for a spe-
cific transform given the target set, which is applied on the
source data to narrow down the domain gap at the data level.
On the other hand, to alleviate the alignment difficulty on
the entire image, we propose to perform fine-grained fea-
ture alignment on foreground and background patches sep-
arately. Extensive experiments on five real-world crowd
counting benchmarks have demonstrated the effectiveness
of our contributions.
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