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Abstract

To ease the burden of labeling, unsupervised domain
adaptation (UDA) aims to transfer knowledge in previous
and related labeled datasets (sources) to a new unlabeled
dataset (target). Despite impressive progress, prior meth-
ods always need to access the raw source data and develop
data-dependent alignment approaches to recognize the tar-
get samples in a transductive learning manner, which may
raise privacy concerns from source individuals. Several re-
cent studies resort to an alternative solution by exploiting
the well-trained white-box model from the source domain,
vet, it may still leak the raw data via generative adversar-
ial learning. This paper studies a practical and interesting
setting for UDA, where only black-box source models (i.e.,
only network predictions are available) are provided dur-
ing adaptation in the target domain. To solve this problem,
we propose a new two-step knowledge adaptation frame-
work called DIstill and fine-tuNE (DINE). Taking into con-
sideration the target data structure, DINE first distills the
knowledge from the source predictor to a customized target
model, then fine-tunes the distilled model to further fit the
target domain. Besides, neural networks are not required
to be identical across domains in DINE, even allowing ef-
fective adaptation on a low-resource device. Empirical re-
sults on three UDA scenarios (i.e., single-source, multi-
source, and partial-set) confirm that DINE achieves highly
competitive performance compared to state-of-the-art data-
dependent approaches. Code is available at https://
github.com/tim-learn/DINE/.

1. Introduction

Deep neural networks achieve remarkable progress with
massive labeled data, but it is expensive and not efficient to
collect enough labeled data for each new task. To reduce the
burden of labeling, considerable attention has been devoted
to the transfer learning field [55,89], especially for unsuper-
vised domain adaptation (UDA) [3, 10], where one or many
related but different labeled datasets are collected as source
domain(s) to help recognize unlabeled instances in the new
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Figure 1. A challenging but interesting domain adaptation problem
setting. One or many source agents only provide their black-box
predictors (e.g., via the cloud API service) to the target user with
certain unlabeled data, where neither the raw source data nor the
details about the source models is accessible during adaptation.

dataset (called target domain). Recently, UDA methods
have been widely applied in a variety of computer vision
problems, e.g., image classification [18, 50, 73], semantic
segmentation [25,72,87], and object detection [8,33,61].

Existing UDA methods always need to access the raw
source data and resort to domain adversarial training [18,

] or maximum mean discrepancy minimization [49,74] to
align source features with target features. However, in many
situations like personal medical records, the raw source data
may be missing or must not be shared due to the privacy pol-
icy. To tackle this issue, several recent studies [36, 39, 44]
attempt to utilize the trained model instead of the raw data
from the source domain as supervision and obtain surpris-
ingly good adaptation results. Even so, these methods al-
ways require source models to be elegantly trained and pro-
vided to the target domain with all the details, which raises
two important concerns. First, through generation tech-
niques like generative adversarial learning [21], it is still
possible to recover the raw source data, leaking the indi-
vidual information. Second, the target domain employs the
same neural network as the source domain, which is not
desirable for low-resource target users. Thus, this paper
focuses on a realistic and challenging scenario for UDA,
where the source model is trained without bells and whistles
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and provided to the target domain as a black-box predictor.

For a better illustration, as shown in Fig. 1, the target
user exploits the API service offered by one or many source
vendors to get the predictions for each instance and utilizes
them for adaptation in the unlabeled target domain. To ad-
dress such a challenging UDA problem, we propose a novel
adaptation framework called DIstill and fine-tuNE (DINE).
In a nutshell, DINE first distills the knowledge from pre-
dictions by source models and then fine-tunes the distilled
model with the target data itself, forming a simple two-step
approach. Note that, vanilla knowledge distillation [23] re-
quires the existence of labeled data and learns the target
model (student) by imitating the full outputs of the source
model (teacher). Yet, besides the absence of labeled target
data, acquiring the full teacher outputs is also impracticable
in many situations, e.g., some predictors merely offer sev-
eral highest soft-max probability and their associated labels.
To alleviate this issue, we devise an adaptive label smooth-
ing technique on source predictions by keeping the largest
soft-max value and forcing the rest with the same values.

On top of the point-wise supervision above, we intro-
duce two kinds of structural regularizations into distillation
for the first time: interpolation consistency training [77]—
which encourages the prediction of interpolated samples to
be consistent with the interpolated predictions; and mutual
information maximization [26, 44]—which helps increase
the diversity among the target predictions. Thereafter, we
aim to fit the target structure by adjusting parameters in the
learned distilled model using the target data alone. For the
sake of simplicity, we re-use mutual information maximiza-
tion to fine-tune the distilled target model. As for multi-
source UDA, we readily extend DINE by aggregating the
outputs from multiple source predictors instead. We high-
light the main contribution as follows:

* We study a realistic and challenging UDA problem and
propose a new adaptation framework (DINE) with only
black-box predictors provided from source domains.

* We propose an adaptive label smoothing strategy and a
structural distillation method by first introducing struc-
tural regularizations into unsupervised distillation.

* Empirical results on various benchmarks validate the
superiority of the DINE framework over baselines.
Provided with large source predictors like ViT [13],
DINE even yields state-of-the-art performance for
single-source, multi-source, and partial-set UDA.

Compared to existing methods, DINE has several ap-
pealing aspects: 1) safe. It does not access the raw
source data nor the source model, avoiding information
leakage from source agents; 2) efficient. It does not as-
sume the same architecture across domains, so it can learn a
lightweight target model from large source models. More-
over, it does not involve adversarial training [39] nor data

synthesis [36], making the algorithm converge much faster.

2. Related Work

Domain Adaptation. Domain adaptation uses labeled data
in one or more source domains to solve new tasks in a tar-
get domain. This paper mainly focuses on a challenging
problem—unsupervised domain adaptation (UDA), where
no labeled data is available in the target domain. At early
times, researchers address this problem via instance weight-
ing [27, 66], feature transformation [42, 54, 54], and feature
space [17,20,67]. In the last decade, benefiting from rep-
resentation learning, deep domain adaptation methods are
prevailing and achieve remarkable progress. To mitigate the
gap between features across different domains, domain ad-
versarial learning [ 18,24,50,73] and discrepancy minimiza-
tion [32,35,51,74] are widely used within deep UDA meth-
ods. Besides, another line of UDA methods [6,11,30,62] fo-
cus on the network outputs and develop various regulariza-
tion terms to pursue implicit domain alignment. In addition,
researchers investigate other aspects of neural networks for
UDA, e.g., domain-specific normalization-based methods
[5,53] and feature regularization-based methods [7, 79]. To
fully verify the effectiveness, we study three UDA cases,
i.e., single-source, multi-source [41,57,81], and partial-set
(source label space subsumes target label space) [4,47, 86].
Model Transfer (Source data-free UDA). Early parameter
adaptation methods [14, 31] adapt the classifier trained in
the source domain to the target domain with a small set of
labeled examples, hence limiting their application in semi-
supervised DA. Besides empirical success, [37] pioneers the
theoretical analysis of hypothesis transfer learning for lin-
ear regression. Inspired by this paradigm and increasingly
important privacy concerns, [9, 43] develop several shal-
low adaptation methods without source data. Several recent
studies [36,39,44,46] introduce the source data-free setting
for deep UDA, where the source domain merely offers a
trained model. Specifically, [44] freezes the classifier layer
and fine-tunes the feature module via information maxi-
mization and pseudo-labeling in the target domain, which
is further extended to multi-source UDA [1, 16]. [39] lever-
ages a conditional generative adversarial net and incorpo-
rates generated images into the adaptation process. How-
ever, exposing details of the trained source model is fairly
risky due to some committed white-box attacks. Faced with
a black-box source model, [46] divides the target dataset
into two splits and employs semi-supervised learning to en-
hance the performance of the uncertain split. [48] focuses
on black-box label shift, but it requires a hold-out source set
to estimate class confusion matrix, which is sometimes hard
to satisfy. Moreover, [85] proposes an iterative noisy label
learning approach using full soft labels. DINE focuses on
the black-box covariate shift problem and works well even
only hard labels from source predictors provided.
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Figure 2. An overview of the proposed DINE framework. Black-box source predictors (i.e., API service) are merely required to initialize
the memory bank that stores the predictions of each target instance. In the self-distillation loss, the memory bank could be considered as
a teacher that maintains an exponential moving average (EMA) prediction. Structural regularizations, describing batch-wise and pair-wise
data structure, are further employed during adaptation. During the fine-tuning step, only the mutual information objective is activated.

Knowledge Distillation. Knowledge distillation aims to
transfer knowledge from one model (a.k.a., teacher) to an-
other model (a.k.a., student), usually from a larger one to a
smaller one. [23] shows that, augmenting the training of the
student with a distillation loss, matching the predictions be-
tween teacher and student, is beneficial. In fact, knowledge
distillation could be considered as a learned label smoothing
regularization [68], which has a similar function with the
latter [83]. Recently, [34] proposes self-knowledge distilla-
tion and shows that, even within the same neural network,
the past predictions could be the teacher itself. Besides su-
pervised training, such self-distillation could be effectively
applied with unlabeled data for semi-supervised learning.
For instance, [38] proposes to ensemble the predictions dur-
ing training, using the outputs of a single network on differ-
ent training epochs, as a teacher for the current epoch. In-
stead of maintaining an exponential moving average (EMA)
prediction in [38], [71] utilizes an average of consecutive
student models (past model weights) as a stronger teacher,
but is not applicable for black-box UDA here. DINE pro-
poses an adaptive label smoothing technique on source pre-
dictions and for the first time introduces structural regular-
izations [19,77] into unsupervised distillation.

3. Methodology

We mainly focus on the K-way cross-domain image
classification task and aim to address an interesting, realistic
but challenging UDA setting, where only single or multiple
black-box source predictors are provided to the unlabeled
target domain. For the single-source UDA scenario, the
source domain {ms, yi}1s, consists of n labeled 1nstances
where 28 € X;,y! € Vs, and the target domain {xf, yi}7",

consists of n; unlabeled instances, where xt e Xyt € Vi,
and the goal is to infer the values of {y{}*;. The label
spaces are always assumed the same across domains, i.e.,
Ys = V, for single-source and multi-source UDA. By con-
trast, partial-set UDA [4] assumes that some source classes
does not exist in the target domain, i.e., Vs DO JY;. Con-
cerning the black-box adaptation setting, only these trained
source models are provided, without requiring access to the
source data. It also differs from prior model adaptation
methods [39, 44] in requiring no details about the source
model, e.g., backbone type and network parameters. In par-
ticular, only the hard or soft network predictions of the tar-
get instances Xy from the source model fs : X5 — ) are
utilized for single-source adaptation in the target domain.

3.1. Architecture and Source Model Generation

We elaborate on how to obtain the trained model from the
source domain as follows. Unlike [44,46] that elegantly de-
sign the source model with a bottleneck layer and the weight
normalization [63] technique, we just insert a single linear
fully-connected (FC) layer after the backbone feature net-
work, and use label smoothing (LS) [6€] to train f;,

['s(fs; Xsays) = _E(ms,ys)eXSXys (qS)T log fs(xs)a (D

where ¢° = (1 —a)1,, +a/K is the smoothed label vector
and « is the smoothing parameter empirically set to 0.1, and
1; denotes a K -dimensional one-hot encoding with only the
j-th value being 1.

As for the self-defined target network f; : X3 — Vi, we
follow [44,46] and adopt the bottleneck layer consisting of a
batch-normalization layer and an FC layer, and the classifier
consisting of a weight-normalization layer and an FC layer.



3.2. Adaptive Self-Knowledge Distillation

In order to extract knowledge from a black-box model,
there exists a natural solution called knowledge distillation
(KD) [23] by forcing the target model (student) to learn sim-
ilar predictions to the source model (teacher). However, ex-
isting KD methods are applied to a supervised training task,
and the consistency loss in the following works well by act-
ing as a regularization term,

Lia(fe; Xy fs) = Bayex, Dt (fs(xe) || fe(ze)),  (2)

where Dy,; denotes the Kullback-Leibler (KL) divergence
loss. However, the network outputs from the source model
fs for target instances are not accurate and sometimes even
incomplete. For the studied black-box adaptation problem,
highly relying on the teacher f,(xz;) via a consistency loss
above sounds not desirable anymore. Thus, we propose to
revise the teacher output p via top-r largest values as,
Dis i€T,,
AdaLS(p,r); = (1-— ZjeT; p;j)/ (K — r), otherwise.
3)
Here 7, denotes the index set of top-r classes in p, and we
term this transformation in Eq. (3) as adaptive label smooth-
ing (adaptive LS), since these instance-specific top-r val-
ues are kept which are not the same for different samples.
As a byproduct, using the smoothed output (» = 1) means
that we merely need the predicted class along with its max-
imum probability, which sounds more flexible when using
an API service provided by other companies. The refined
output AdaLS(p, r) is believed to work better than the orig-
inal output p for several reasons below, 1) it partially ne-
glects some redundant and noisy information by only fo-
cusing on the pseudo label (class associated with the largest
value) and forcing a uniform distribution on other classes
like label smoothing [68]; 2) it does not solely rely on the
noisy pseudo label but utilizes the largest value as confi-
dence, similar to self-weighted pseudo labeling [28]. Gen-
erally, we first obtain the smoothed predictions from single
or multiple source predictors as the initialized teacher as,

R
PP 37 3, ALSUE @), @

where M denotes the number of predictors, f§’") (z¢) de-
notes the predictions of x; through m-th source predictor.

To further alleviate the noise in the teacher prediction,
we follow [34, 38] and adopt a self-distillation strategy,
shown in Fig. 2, maintaining an EMA prediction by

PP (xy) + yPT (@) + (1 =) fulzy), Vo, € Xy, (5)

where 7y is a momentum hyper-parameter. Following [38],
we update teacher predictions after every training epoch.
When v = 1, there exists no temporal ensembling, i.e., the
source predictions act as a teacher throughout distillation.

3.3. Distillation with Structural Regularizations

As stated above, the teacher output from the source
model is highly possible to be inaccurate and noisy due
to the domain shift. Even we devise a promising solution
in Eq. (4), only the point-wise information is considered
during the distillation process, it ignores the data structure
in the target domain, thus not enough for effective noisy
knowledge distillation. As such, we incorporate the struc-
tural information in the target domain to regularize the dis-
tillation. First, we consider the pairwise structural informa-
tion via MixUp [84], and employ the interpolation consis-
tency training [77] technique as below,

me(fh Xt) = Ex§7x§.eXtEAEBela(a,a)

lee (Mixx (f7(zf), f;(=5)) , fr (Mixy (27, 2%))) ,

(6)
where [, denotes the cross-entropy loss, and Mix ) (a, b) =
A-a+(1—X)-bdenotes the MixUp operation, and ) is sam-
pled from a Beta distribution, and « is the hyper-parameter
empirically set to 0.3 [84]. f/ just offers the values of f; but
needs no gradient optimization. Here we do not adopt the
EMA update strategy in [77] for f/. Eq. (6) can be treated to
augment the target domain with more interpolated samples,
which is beneficial for better generalization ability.

In addition, we also consider the global structural infor-
mation during distillation in the target domain. In fact, dur-
ing distillation, the classes with a large number of instances
are relatively easy to learn, which may wrongly recognize
some confusing target instances as such classes in turn. To
circumvent this problem, we attempt to encourage diversity
among the predictions of all the target instances. Specifi-
cally, we try to maximize the widely-used mutual informa-
tion objective [19,26,44] in the following,

Eim(ft; Xt) = H(yt) - H(yt|Xt)
=h (]EQ%Gtht(xt)) - EItGXt h (ft(‘rt)) )
@)
where h(p) = — ), p; log p; represents the conditional en-
tropy function. Note that, increasing the marginal entropy
H (Y;) encourages the label distribution to be uniform while
decreasing the conditional entropy H()};|X;) encourages
unambiguous network predictions.
Integrating these objectives introduced in Egs. (2, 6, 7)
together, we obtain the final loss function as follows,

£t - Dkl (PT(xt) || ft(xt)) + ﬂ‘cmzac - £im> (8)

where [ is a hyper-parameter empirically set to 1, control-
ling the importance of L,,;, during structural distillation.

Different from the most closely related work [85] that it-
eratively refines the pseudo labels and optimizes the target
network, DINE directly learns good network predictions for
the target data as a unified approach, which is more desir-
able to capture the data structure of the target domain.



3.4. Fine-tuning the Distilled Model

Through the proposed structural knowledge distillation

method from black-box source predictors { ™ }M_, it s
expected to learn a well-performing white-box target model.
However, the distilled model seems sub-optimal since it is
mainly optimized via the point-wise knowledge distillation
term in Eq. (2), which highly depends on the source predic-
tions. Inspired by DIRT-T [65], we hypothesize that a better
network is achievable by introducing a secondary training
phase that solely minimizes the target-side cluster assump-
tion violation. Rather than employ the parameter-sensitive
virtual adversarial training [65], we again employ the mu-
tual information maximization in Eq. (7) to refine the dis-
tilled target model. So far, we have shown all the details
of two steps within the proposed framework (DINE). A full
description of DINE is further provided in Algorithm 1.

4. Experiments
4.1. Setup

a) Datasets. Office [59] is a popular benchmark on cross-
domain object recognition, consisting of three different do-
mains in 31 categories. Office-Home [76] is a challenging
medium-sized benchmark on object recognition, consisting
of four different domains in 65 categories. VisDA-C [58] is
a large-scale benchmark developed for 12-class synthetic-
to-real object recognition. The source domain contains 152
thousand synthetic images generated by rendering 3D mod-
els while the target domain has 55 thousand real object im-
ages from Microsoft COCO. Gong et al. [20] further ex-
tract 10 shared categories between Office and Caltech-256
to form a new benchmark named Office-Caltech. Image-
CLEF is a benchmark for ImageCLEF 2014 domain adap-
tation challenge ', organized by selecting the 12 common
categories shared by three public datasets.

b) Implementation details. Generally, we randomly run
our methods three times with different random seeds {2019,
2020, 2021} via PyTorch and report the average accuracies.
Regarding the source model f, we train it using all the sam-
ples in the source domain. In this paper, we mainly consider
three different backbones, ResNet-50, ResNet-101 [22] and
ViT-B_16 [13] (ViT for simplicity). Following [44], mini-
batch SGD is employed to learn the layers initialized from
the ImageNet pre-trained model or last stage with the learn-
ing rate (1e-3), and new layers from scratch with the learn-
ing rate (le-2). Besides, we use the suggested training set-
tings in [44,50], including learning rate scheduler, momen-
tum (0.9), weight decay (le-3), bottleneck size (256), and
batch size (64). Concerning the parameters in DINE, r = 1
and T},, = 30 are adopted for all datasets and tasks except
T, = 10 for VisDA-C. Moreover, two hyper-parameters

lhttp://imaqeclef.orq/2014/adaptation

Table 1. Accuracies (%) on Office [59] for single-source closed-
set UDA. (Best value of source-prediction-based (Pred.) meth-
ods in bold), ‘Mod.” denotes source-model-based, ‘Data’ denotes
source-data-dependent. * denotes ViT-based.

Method Type A =D A—-WD—-AD—-WW—-AW—=D Avg.

No Adapt. Pred. 799 76.6 56.4 928 609 985 7715
NLL-OT [2] Pred. 88.8 855 64.6 951 66.7 987 832
NLL-KL [85] Pred. 89.4 86.8 651 948 67.1 987 83.6
HD-SHOT [44] Pred. 86.5 83.1 66.1 95.1 689 981 83.0
SD-SHOT [44] Pred. 89.2 83.7 67.9 953 71.1 97.1 84.1
DINE Pred. 91.6 86.8 722 962 733 98.6 864
DINE (full) Pred. 91.7 87.5 729 963 737 985 86.7

ResNet-5017, ViT|| (source backbone) — ResNet-50 (target backbone)

No Adapt. Pred. 882 892 745 972 772 993 87.6
NLL-OT [2] Pred. 913 914 764 972 782 994 89.0
NLL-KL [85]  Pred. 91.7 91.8 763 972 784 99.0 89.1
HD-SHOT [44] Pred. 88.8 909 753 97.7 7777 99.5 833
SD-SHOT [44] Pred. 91.6 92.8 77.8 98.7 785 99.7 89.8
DINE Pred. 942 94.6 80.7 98.8 81.5 995 916
DINE (full) Pred. 955 94.8 81.2 985 82.0 99.7 919

SHOT [46] Mod. 939 90.1 753 987 750 999 8838
SHOT++ [46]  Mod. 94.5 909 763 98.6 758 999 893
A2Net [78] Mod. 945 94.0 767 992 76.1 100. 90.1
TransDA* [80] Mod. 97.2 950 73.7 993 79.3 99.6 90.7
SCDAMpp [40] Data 954 953 77.2 99.0 759 100. 90.5
SRDC [69] Data 958 957 76.7 99.2 77.1 100. 90.8
RADAcpan [29] Data 96.1 96.2 77.5 99.3 77.4 100. 91.1

B =1.0,~ = 0.6 are fixed throughout this paper.

¢) Baselines. Since the black-box UDA setting is fairly new
in this field, we come up with several baseline methods be-
low. No Adapt. is also known as ‘source only’ in this field
that infers the class label from the predictions. NLL-KL
mainly follows the idea of noisy label learning (NLL) [85]
and adopts the diversity-promoting KL divergence to refine
the noisy pseudo labels, then train a network with the re-
fined pseudo labels iteratively. NLL-OT differs from NLL-
KL only in that the optimal transport (OT) technique [2] is
employed instead of the KL divergence in the refining step.
HD-SHOT first learns a white-box model by self-training
in the target domain and then exploits SHOT [44] for fur-
ther adaptation. It treats the class predicted by f, as the true
label for each target instance and employs a cross-entropy
loss to train the model. SD-SHOT differs from HD-SHOT
only in that a weighted cross-entropy loss is utilized where
the predictive confidence is treated as the instance weight.

We provide DINE (w/o FT) and DINE (full) besides
DINE. When dropping the second fine-tuning step, DINE
becomes DINE (w/o FT). DINE becomes DINE (full)
where r = K, i.e., full source predictions are utilized. For
comparison, we choose SOTA source-model-based (Mod.)
methods (e.g. [44, 46]) and source-data-dependent (Data)
methods (e.g., [29,40]) which show the best UDA results
so far. In addition, we provide the results of a recent ViT-
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Table 2. Accuracies (%) on Office-Home [

] for single-source closed-set UDA.

Method Type Ar—Cl Ar—Pr Ar—Re Cl—Ar Cl—Pr Cl-Re Pr—Ar Pr—Cl Pr—+Re Re—Ar Re—Cl Re—Pr Avg.
No Adapt. Pred. 44.1 66.9 74.2 545 633  66.1 528 412 732 66.1 46.7 715 60.6
NLL-OT [2] Pred. 49.1 71.7 77.3 602  68.7  73.1 57.0 465 768 67.1 52.3 79.5 649
NLL-KL [85] Pred. 490 715 77.1 59.0 687 729 564 469  76.6 66.2 52.3 79.1 64.6
HD-SHOT [44] Pred. 48.6 728 77.0 60.7 700 732 566 470 76.7 67.5 52.6 80.2 653
SD-SHOT [44]  Pred. 50.1 75.0 78.8 632 729 764 600 480 794 69.2 54.2 81.6 67.4
DINE Pred. 522 784 81.3 653 766  78.7 627 496 822 69.8 55.8 842 69.7
DINE (full) Pred. 542 779 81.6 659 777 799 64.1 505  82.1 71.1 58.0 84.3 70.6
ResNet-507, ViT| (source backbone) — ResNet-50 (target backbone)
No Adapt. Pred. 54.5 83.2 87.2 78.0 838  86.1 745 497 874 78.6 52.6 86.2 75.1
NLL-OT [2] Pred. 58.8 844 87.6 782 847 867 760 540 88.0 79.7 57.2 87.2 769
NLL-KL [85] Pred. 59.5 84.3 87.6 774 848 868 751 549  88.0 79.0 579 87.2 769
HD-SHOT [44] Pred. 572  84.2 87.3 784 849 864 748 560 87.6 78.9 57.5 87.0 76.7
SD-SHOT [44]  Pred. 594  85.2 87.8 796  86.6  87.1 764 583 878 80.0 59.5 87.9 78.0
DINE Pred. 649 874 88.8 80.5 896 878 790 629  89.1 81.5 64.6 90.0 80.5
DINE (full) Pred. 644  87.9 89.0 80.9 89.6 88.7 79.6 625 894 81.7 65.2 89.7 80.7
SHOT [46] Mod. 57.7  79.1 81.5 676 779 718 68.1 558 820 72.8 59.7 844 720
A%Net [78] Mod. 584  79.0 82.4 675 793 789 68.0 562 829 74.1 60.5 85.0 72.8
SHOT++ [46] Mod. 58.1 79.5 82.4 686 799 793 68.6 572 830 74.3 60.4 85.1 73.0
TransDA* [80]  Mod. 67.5 833 85.9 740 838 844 770 680 870 80.5 69.9 90.0 793
RADAcpaN [29] Data  56.5  76.5 79.5 688 769  78.1 66.7 54.1  81.0 75.1 58.2 85.1 714
ATDOC-NA [45] Data 583  78.8 82.3 694 782 782 67.1 560 827 72.0 58.2 855 722
SCDApcan [40] Data  60.7  76.4 82.8 698 775 784 689 590 827 74.9 61.8 845 731
Table 3. Accuracies (%) on VisDA-C [58] for single-source closed-set UDA.
Method Type plane bcycl bus car horse knife mcycle person plant sktbrd train truck Per-class
No Adapt. Pred. 643 246 479 753 696 85 79.0 316 644 310 814 92 48.9
NLL-OT [2] Pred. 82.6 84.1 762 448 90.8 39.1 76.7 720 826 812 827 50.6 72.0
NLL-KL [85] Pred. 827 834 767 449 909 385 784 71.6 824 803 829 504 71.9
HD-SHOT [44] Pred. 758 858 78.0 43.1 920 410 799 78.1 842 864 81.0 655 74.2
SD-SHOT [44] Pred. 79.1 858 772 434 916 410 800 783 847 868 8l.1 65.1 74.5
DINE Pred. 814 867 779 551 922 346 808 799 873 879 843 587 75.6
DINE (full) Pred. 953 859 80.1 534 93.0 377 80.7 792 863 899 857 604 71.3
source backbone: ResNet-101 (17), ViT (|]) — ResNet-101 (target backbone)
No Adapt. Pred. 97.0 562 81.0 744 918 520 925 10.1 734 927 97.0 175 69.6
NLL-OT [2] Pred. 97.8 908 819 49.7 957 935 852 454 889 96.6 912 544 80.9
NLL-KL [85] Pred. 97.6 91.1 821 492 958 935 86.2 446 89.0 964 914 548 81.0
HD-SHOT [44] Pred. 967 917 81.8 484 951 98,5  83.1 60.1 922 877 884 653 82.4
SD-SHOT [44] Pred. 963 91.1 803 464 939 982 815 586 909 855 88.0 638 81.2
DINE Pred. 966 919 83.1 582 953 978 850 73.6 919 949 922 60.7 85.1
DINE (full) Pred. 966 919 829 579 954 978 845 73.1 917 951 920 609 85.0
A%Net [78] Mod. 940 87.8 856 66.8 937 95.1 85.8 812 916 882 865 56.0 84.3
SHOT [46] Mod. 958 882 872 737 952 964 879 845 925 893 857 49.1 85.5
SHOT++ [46] Mod. 958 883 905 847 979 98.0 929 853 975 929 939 323 87.5
TransDA* [80] Mod. 972 91.1 81.0 575 953 933 827 672 920 91.8 925 547 83.0
ATDOC-NA [45] Data 93.7 830 769 58.7 89.7 95.1 84.4 714 894 800 86.7 55.1 80.3
STAR [52] Data 950 84.0 846 73.0 91.6 91.8 859 784 944 847 87.0 422 82.7
CAN [32] Data 97.0 872 825 743 978 962 908 80.7 96.6 963 875 599 87.2

based UDA method—TransDA [
4.2. Results

] for fair comparison.

a) single-source. We first show the results of cross-
domain object recognition on Office in Table 1. and Office-
Home in Table 2. As stated above, we adopt two dif-
ferent backbone networks for training the source domain.
Typically, UDA methods assume the same network struc-
ture across domains, e.g., ResNet-50 in [29, 40, 50]. With

the same ResNet-50 backbone, DINE performs better than
other baselines, indicating the effectiveness of the proposed
distillation strategy. Trained with much stronger source
models like ViT, all the black-box UDA methods are signif-
icantly strengthened, and DINE achieves the best mean ac-
curacy 91.9% on Office and 80.7% on Office-Home. These
results even beat SOTA model-based and data-based UDA
methods with clear margins. As can be seen from Table 3,
the results on VisDA-C again validate the superiority of



Table 4. Accuracies (%) on Office-Home [

] for single-source partial-set UDA.

Method Type Ar—Cl Ar—Pr Ar—Re Cl—Ar Cl—Pr Cl—-Re Pr—Ar Pr—Cl Pr—Re Re—Ar Re—Cl Re—Pr Avg.
No Adapt. Pred. 449  70.5 80.7 575 613 672 609 408  76.0 70.9 476 769 629
NLL-OT [2] Pred. 42.7 64.2 71.7 57.2 58.5 64.5 56.7 41.6 67.5 64.2 45.1 69.0 58.6
NLL-KL [85] Pred. 389  53.8 60.5 492 505 559 500 389 580 57.0 417 596 512
HD-SHOT [44] Pred. 51.2 76.2 85.7 68.8 70.6 71.5 69.2 49.6 81.4 75.9 54.1 80.7 70.1
SD-SHOT [44] Pred. 542  81.8 88.9 748 765 810 735 506 842 79.8 584 837 740
DINE Pred. 58.1 83.4 89.2 78.0 80.0 806 742 566 859 80.6 62.9 848 76.2
DINE (full) Pred. 55.6 79.0 85.3 75.3 77.6 78.5 74.1 56.7 83.8 78.4 59.6 83.1 739
source backbone: ResNet-50 (1), ViT (|]) — ResNet-50 (target backbone)
No Adapt. Pred. 554 835 89.1 790 80.6 843 777 458 877 83.3 526 855 754
NLL-OT [2] Pred. 49.7 75.0 80.2 68.8 73.1 77.2 69.3 44.6 80.2 75.8 49.1 78.5 68.5
NLL-KL [85] Pred. 459 594 622 577 594 596 560 415 608 58.4 448  60.1 555
HD-SHOT [44] Pred. 54.9 82.2 88.0 79.6 77.7 83.6 78.1 48.4 86.0 83.4 53.1 81.3 747
SD-SHOT [44] Pred. 582  84.1 89.7 825 817 848 81.8 51.0 889 85.8 57.7 83.6 775
DINE Pred. 67.8  92.0 91.8 845 89.1 877 835 639 917 87.0 659 91.3 83.0
DINE (full) Pred. 653 90.3 91.1 84.3 89.7 86.4 83.7 62.1 91.2 86.3 64.7 903 82.1
SHOT [46] Mod. 64.6 85.1 92.9 78.4 76.8 86.9 79.0 65.7 89.0 81.1 67.7 86.4 79.5
SHOT++ [46] Mod. 66.0  86.1 92.8 779 715 816 786 664  89.7 81.5 67.9 87.2 799
TransDA* [80] Mod. 73.0 79.5 90.9 72.0 83.4 86.0 81.1 71.0 86.9 87.8 74.9 89.2 813
MCC [30] Data 63.1 80.8 86.0 70.8  72.1 80.1 750 608 859 78.6 652 828 75.1
JUMBOT [15] Data 62.7 775 84.4 76.0 733 805 747 608  85.1 80.2 66.5 839 755
BA3US [47] Data 60.6 83.2 88.4 71.8 72.8 83.4 75.5 61.6 86.5 79.3 62.8 86.1 76.0
Table 5. Accuracies (%) on four different datasets for multi-source closed-set UDA.

Dataset Office [59] Image-CLEF [51] Office-Caltech [20] Office-Home [76]
Method Type —A —=D —W Avg. -C —I —P Avg. A —-C —=D —W Avg. —Ar —Cl —Pr —Re Avg.
No Adapt. Pred. 64.5 823 80.7 75.8 92.1 874 724 84.0 849 88.7 93.0 885 88.8 549 499 69.6 76.7 62.8
DINE (w/o FT) Pred. 69.2 98.6 969 883 96.2 91.4 783 88.6 950 92.0 985 97.3 957 708 57.1 809 82.1 727
DINE Pred. 76.8 99.2 984 915 98.0 934 80.2 90.5 959 952 985 98.9 97.1 748 64.1 850 B84.6 77.1
DINE (full) Pred. 77.1 99.2 982 91.5 97.8 93.0 79.7 90.2 96.1 953 98.1 98.9 97.1 749 62.6 84.6 847 76.7

source backbone: ResNet-101 (17), ViT (||) — ResNet-101 (target backbone)
No Adapt. Pred. 77.2 88.2 89.2 849 953 902 72.0 859 929 959 98.7 958 958 745 545 832 872 748
DINE (w/o FT) Pred. 80.7 984 97.1 92.1 97.2 96.6 809 91.6 964 96.0 994 982 97.5 824 61.0 88.6 90.8 80.7
DINE Pred. 824 99.2 984 934 97.8 96.6 81.3 91.9 96.8 97.0 99.6 98.8 98.0 83.6 67.0 909 91.8 833
DINE (full) Pred. 814 99.0 98.5 93.0 97.8 964 814 91.9 96.7 964 99.8 98.6 979 834 652 903 915 82.6
SHOT [46] Mod. - - - - - - - - 962 962 985 998 977 73.0 604 839 833 752
DECISION [I] Mod. 754 984 99.6 91.1 - - - - 959 959 100. 99.6 98.0 745 594 844 836 755
SHOT++ [40] Mod. - - - - - - - - 962 96.5 994 100. 98.0 73.1 613 843 840 757
CAIDA [12] Mod. 75.8 99.8 989 91.6 - - - - 968 97.1 100. 99.8 98.4 752 60.5 847 842 762
SImpAl;p; [75] Data 71.2 994 97.9 89.5 952 91.7 78.0 88.3 95.6 94.6 100. 100. 97.5 734 624 81.0 827 748
MFSAN [88]  Data 72.7 99.5 985 90.2 954 936 79.1 894 - - - - - 721 620 803 81.8 74.1
MIAN-v [560] Data 762 99.2 984 913 - - - - - - - - - 699 642 809 815 74.1
PCT [70] Data - - - - - - - - - - - - - 763 641 849 843 774

DINE over other baselines. Similar observations are dis-
covered on this dataset, i.e., the stronger the source model
is, the better results black-box UDA methods obtain. Typi-
cally, UDA methods always assume the same network struc-
ture (ResNet-101) across domains. Compared with these
methods via ResNet-101, DINE obtains competitive results
and even beats ViT-based TransDA [80].

b) partial-set. In addition to the closed-set UDA prob-
lem, we also investigate the generalization ability of these
black-box methods for partial-set UDA. We follow [4,47]
and only select the first 25 classes in alphabetical order in
the target domain. As shown in Table 4, NLL-OT and NLL-

KL even under-perform ‘No Adapt.” due to the challenging
asymmetric label spaces. Moreover, the proposed DINE
achieves consistently better results than HD-SHOT and SD-
SHOT. Different from previous tables, DINE even outper-
forms DINE (full) for both source backbones by utilizing
the proposed adaptive label smoothing technique. With the
ViT-based source predictor, DINE obtains the highest aver-
age accuracy (83.0%) which is also fairly higher than previ-
ous state-of-the-arts in [40,47] via ResNet-50 and TransDA.

¢) multi-source. We also study the performance of
multi-source UDA [41, 57, 81] where multiple source do-
mains exist. As shown in Table 5, we choose four different
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Figure 3. Analysis on DINE for three UDA tasks. (a-b) plot the average accuracies with different values of /3, 7y; (c) shows the accuracies
during the training process; (d) shows the average accuracies when choosing target backbone in {MobileNet-v2, ResNet-18, ResNet-50}.

Table 6. Ablation. Results of different variants for single-source
closed-set UDA with ResNet-50 (source) — ResNet-50 (target).

Method FT D—A Cl—Ar Re—Pr Avg
X 627422 60.6+0.7 80.4+0.3 67.9
DINE (W0 Lim) ;636435 5061411 81.440.1 682
x 702414 632404 82.7+04 72.1
DINE (W/o Lmiz) ;750117 64.6£02 84.0403 73.5
DINE x 706420 641403 83.7404 728
V722418 653402 84.7+0.1 74.1

Table 7. Study on the AdaLS. Results for closed-set UDA with
ResNet-50 (source) — ResNet-50 (target). Hard: one-hot label.

Method FT D—+A Cl—Ar Re—Pr Avg
DINE (w/Hard) 7 &350 5350 817204 704
DINE(W/LS) o 4%1s 30405 826403 713
DINE(r=1) |7 o418 653402 S4740.1 741
DINEG =9 7 750570 656403 847403 744
DINE(r =) |0 g s 655607 543501743

multi-source datasets. Within each dataset, we aim to trans-
fer knowledge from the other subsets to the target subset.
It is found that DINE outperforms ‘No Adapt.’” and DINE
(w/o FT), indicating the effectiveness of fine-tuning and
structural distillation. Compared with DINE (full), DINE
obtains competitive results on all these datasets. With the
ViT-based source predictor, DINE again beats prior data-
based and model-based multi-source UDA methods.

4.3. Analysis

We study the contribution of different components
within DINE, with results shown in Table 6 and Table 7.
When L;,, or L,,;, is dropped, the performance of DINE
decrease for all three tasks, verifying their importance. The
second step called FT is also universally vital, which en-
hances a variety of variants in two tables. Regarding the de-
vised AdaLS technique in Eq. (3), we compare it with one-
hot encoding (Hard) and vanilla labeling smoothing (LS).

With or without the FT step, AdaLS (» = 1) works better
than Hard and LS and is competitive to DINE (r = K). If
we remain more classes, e.g., r = 3, AdaLS even works
better than using full vectors within DINE.

We study the parameter sensitivity of 3, in Fig. 3(a-
b), where f3 is in the range of [0.0, 0.2, 0.5, 1.0, 2.0, 5.0],
and ~ is in the range of [0.0, 0.2, 0.4, 0.6, 0.8, 1.0]. It
is easy to find the results around the selected parameters
B = 1.0,y = 0.6 are quite stable. Note that other param-
eters 3 = 2.0,y = 0.8 may be better via oracle validation.
Besides, in Fig. 3(c), in both steps of DINE, the accuracies
keep increasing and become convergent.

4.4. Discussion & Limitation

To evaluate DINE with small models for a low-resource
target user, we provide the results of ResNet-18 and
MobileNet-v2 [64] being the target backbone, respectively.
As shown in Fig. 3(d), small target models manage to
achieve competitive performance given a strong source pre-
dictor like ViT. The main limitation is that this paper does
not cover UDA with unknown classes in the target domain
[36,60,82], which needs to be investigated in the future.

5. Conclusion

We explore a new but realistic UDA setting where each
source domain only provides its black-box predictor to
the target domain, allowing different networks for differ-
ent domains. Thereafter, we propose a simple yet effective
two-step structural distillation framework called Distill and
Fine-tune (DINE). DINE elegantly refines the noisy teacher
output via adaptive smoothing and fully considers the data
structure in the target domain during distillation. Experi-
ments on multiple datasets verify the superiority of DINE
over baselines for various UDA tasks. Provided with strong
pre-trained source models, DINE even achieves state-of-
the-art adaptation results with a small efficient target model.
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Pseudo code

Algorithm 1 Pseudocode of DINE for black-box UDA.

1. Source Model Generation:

Require: {z%,

21, the number of epochs T, .

> Train fs via minimizing the objective in Eq. (1).

2. Distillation:

Require: Target data {x}} |, Trn, parameters o = 0.3, 3, .
> Initialize the teacher output fs(x¢) via Eq. (4) (r = 1).
fore =1to 7}, do

for i = 1 to ny do

> Sample a batch from target data.
> Apply MixUp within the batch.
> Update f; via minimizing the objective in Eq. (8).

end for
> Update the teacher output f,(x:) via Eq. (5).

end for

3. Fine-tuning:

Require: Target data {2} }7,, Tp..

> Fine-tune f; via maximizing the objective in Eq. (7).
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