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Abstract

We introduce DiffPhy, a differentiable physics-based
model for articulated 3d human motion reconstruction from
video. Applications of physics-based reasoning in human
motion analysis have so far been limited, both by the com-
plexity of constructing adequate physical models of artic-
ulated human motion, and by the formidable challenges
of performing stable and efficient inference with physics
in the loop. We jointly address such modeling and infer-
ence challenges by proposing an approach that combines
a physically plausible body representation with anatomi-
cal joint limits, a differentiable physics simulator, and opti-
mization techniques that ensure good performance and ro-
bustness to suboptimal local optima. In contrast to sev-
eral recent methods [40, 43, 56], our approach readily sup-
ports full-body contact including interactions with objects
in the scene. Most importantly, our model connects end-
to-end with images, thus supporting direct gradient-based
physics optimization by means of image-based loss func-
tions. We validate the model by demonstrating that it can
accurately reconstruct physically plausible 3d human mo-
tion from monocular video, both on public benchmarks with
available 3d ground-truth, and on videos from the internet.

1. Introduction

We seek to contribute to the development of physics-
based methodology as one of the building blocks in con-
structing accurate and robust 3d visual human sensing sys-
tems. Incorporating the laws of physics into the visual rea-
soning process is appealing as it promotes the plausibility of
estimated motion and facilitates more efficient use of train-
ing examples [9]. We focus on articulated human motion
as an epitome of a real-world prediction task that is both
well studied and challenging. Existing state-of-the-art ap-
proaches demonstrate relatively high accuracy in terms of
joint position estimation metrics [23, 24, 55, 63]. However,

predictions can sometimes be physically implausible, even
for simple motions such as walking and running. For in-
stance, estimates can include unreasonably abrupt transi-
tions in world space, or artifacts such as foot skating or
non-equilibrium states [40,43]. Many methods are typically
trained on large motion capture datasets and encounter diffi-
culties when tested on motions not well represented in those
training sets. Arguably, imposing some form of physics-
based generally valid prior on the articulated motion esti-
mates should greatly improve the plausibility of results.

However, physics-based reasoning comes at the cost of
substantial modeling and inference complexity. Typically,
physics-based articulated estimation methods rely on rigid
body dynamics (RBD) [10, 45], a formulation that intro-
duces many auxiliary variables corresponding to forces act-
ing at the body joints at each time step. Moreover, physical
contact results in non-smooth effects where small changes
to model parameters might result in substantially different
motions. Therefore inferring physics variables given the
inherent uncertainty in monocular video, and under con-
tact discontinuities, becomes significantly difficult, algo-
rithmically and computationally. Despite such challenges,
a number of recent methods successfully apply physics-
based constraints for articulated human motion estimation
[2, 40, 43, 60]. One possibility to cope with modeling com-
plexity, explored in recent work, is to simplify the physics
and model contacts only between the body and the feet
[40, 43, 56]. Others use auxiliary external forces applied
at the body to compensate for modeling error [43, 60].

In this paper, we aim to broaden the methodology
for physics-based articulated human motion estimation.
Specifically, we demonstrate that we can successfully lever-
age recent progress in differentiable simulation [17, 19, 53]
in order to incorporate physics-based constraints into the ar-
ticulated 3d human motion reconstruction. Our approach,
DiffPhy, relies on gradient-based optimization, connects
end-to-end with images, and does not require simplifying
assumptions on contacts or the introduction of external non-
physical residual forces.
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Figure 1. Overview of DiffPhy. Given kinematic estimates (described in §3.1) of a subject’s body shape β, the body’s initial pose and
velocity s0, and time-varying 3d poses q̄0:T with detected 2d keypoints, our model reconstructs the motion in physical simulation, by
minimizing a differentiable loss L (see §3.5). DiffPhy optimizes the control trajectory q̂0:T containing joint angle targets to PD controllers
(cf . (4)). In turn, the PD controllers compute a torque vector τ , which actuates motors in the joints of the simulated body. DiffPhy integrates
a full-featured differentiable simulator, TDS [17] (described in §3.2), that supports complex contacts. Each subject is represented by means
of a personalised physical model (see §3.3). In addition, we optimize the initial state (see §3.6), which makes DiffPhy robust to low quality
initial estimates. The outputs are 3d pose estimates that align with visual evidence and respect physical constraints.

2. Related work

Kinematics-based 3d Human Pose Estimation. The prob-
lem of monocular 3d pose estimation is usually addressed
through end-to-end [30, 31, 62], or two-stage [8, 18] mod-
els where neural networks are used to predict 3d joint posi-
tions. This is an ill-posed problem due to depth ambiguities
and occlusion. The networks are usually trained on vast
pose datasets [21, 22, 29, 51] which usually supports good
performance on poses previously observed during training.
Several methods [24,61,63] directly regress the parameters
of statistical body models [27, 57] (rather than 3d joint po-
sitions), including the subject’s body shape as well as kine-
matic pose. The methods mentioned above take a purely
visual inference approach to the problem and do not con-
sider physics-based constraints. As observed by [40], this
may cause artifacts such as jitter, ground-penetration, foot
sliding, or unnatural leaning [43].

Physics-based 3d Human Pose Estimation. Recent
work [15, 28, 40–43, 56, 60] aims to increase realism, by
using physics to regularize reconstruction. This aims to en-
force physical constraints such as proper contact and dy-
namic coherence. In [40] motion is reconstructed through
optimization, but the method only accounts for collisions
between the feet and the ground. Such simplifications are
recurring in current approaches and limit the types of mo-
tions that can be reconstructed. In contrast, in this work,
we use a full-featured physical simulator which supports
contacts between all objects in the scene. PhysCap [43] is
a real-time optimization-based approach, where feet con-
tact is pre-detected based on a neural network. During the
physics-based inference, contacts are considered fixed and
thherefore cannot be corrected or improved. Moreover, fol-
lowing [59] the method uses non-physical “residual forces”

which improve 3d joint reconstruction metrics at the cost of
altered physical plausibility. Since we aim to increase the
physicality of reconstructed motions, we avoid using any
residual forces. [60] follows on [34, 54] to learn a neural
network that estimates torques to drive a model in the full-
featured physical simulator MuJoCo [48]. However, Mu-
JoCo is non-differentiable, hence the need to resort to ex-
pensive training using numerical gradients in a reinforce-
ment learning setting. The method is trained for millions
of steps using 3d ground-truth labels from a motion cap-
ture dataset, but the method’s ability to generalize to in-the-
wild is not demonstrated. Similarly to [40], the method as-
sumes a known ground plane, whereas DiffPhy estimates
it. [42] integrates a simplified physics approach, dubbed
“physionical”, into a neural network that estimates joint
torques and ground-reaction forces. Similarly to [43] they
detect foot contact using a neural network predictor rather
than by means of physical simulation. Most recently, [56]
introduced a method relying on a simplified physical for-
mulation that makes it possible to refine 3D pose estimates
well enough to train motion synthesis models based on that
output. However, the method assumes a known ground
plane, models only foot contact, and implements a sim-
plified physical body scaled solely based on the estimated
bone length rather than shape estimates. Finally, in our con-
current work [15], we perform physics-based human pose
reconstruction of complex motions through trajectory opti-
mization based on CMA-ES [16] in the non-differentiable
simulator Bullet [7]. This general approach uses a mature
and full-featured simulator which, while capable, is slow
due to costly black-box optimization. The method does not
optimize the initial state of the body (see §3.6) together with
the joint control variables, being more vulnerable to unfa-
vorable initialisation. In summary, this work takes the novel



Method Body Cont. DP Trained Tg No RF
Rempe et al. [40] Fixed Feet ✗ Contacts ✗ ✓
PhysCap [43] Fixed Feet ✓ Contacts ✓ ✗
SimPoE [60] Adapt Full ✗ Yes ✗ ✗
Shimada et al. [42] Fixed Feet ✓ Yes ✓ ✗
Xie et al. [56] Fixed Feet ✓ No ✗ ✓
Dynamics [15] Adapt Full ✗ Prior ✓ ✓
DiffPhy Adapt Full ✓ No ✓ ✓

Table 1. Feature comparison against other physics-based meth-
ods. Body compares the type of physical body representation
where “adapt” means individually constructed based on shape esti-
mate, Cont. column compares what type of contacts are supported,
DP whether the method uses a differentiable physical formulation,
Training if the physical inference requires training, Tg compares
if the ground plane is estimated (as opposed to assumed known),
and No RF if the method avoid non-physical residual forces. Only
our method does not require any additional training and uses a
full-featured differentiable physics formulation.

approach of tightly integrating physics into the reconstruc-
tion process through a full-featured differentiable physics
model. As a result, DiffPhy supports complex full-body
contacts, connects pixels-to-physics using end-to-end dif-
ferentiable losses, supports personalised body models, does
not resort to residual forces, and is robust to poor initializa-
tion. See tab. 1 for an overview of physics-based methods.

It is worth mentioning that, aside from physical simula-
tion, there exist many other approaches to grounding the
human pose estimates using e.g., inertial estimates from
IMUs [58], scene constraints [5,64], and motion priors [39].
Differentiable Physics for Human Modeling. Physical
simulation is a mature area with several established simu-
lation engines available [7, 25, 48]. These engines imple-
ment forward simulation but do not facilitate the compu-
tation of derivatives necessary for efficient gradient-based
optimization. These simulators are well-suited for training
with gradient-free methods such as reinforcement-learning
or evolutionary algorithms and have been used for gradient-
free optimization of human motion models [2,35,60]. More
recently differentiable physics simulators have emerged
[6, 14, 17, 38, 53]. Applying these to human motion recon-
struction is difficult due to noisy gradients [19, 33], and a
non-convex objective function. We present a methodology
using gradient-based local search with stochastic global op-
timization enabling the first use of a full-featured differen-
tiable physics model [17] for human pose reconstruction
from video. Furthermore, we show that our approach is
magnitudes faster than a purely sampling-based approach.

3. Methodology

This section presents our approach to reconstructing 3d
human shape and motion from video with differentiable
physics in the loop. Given a monocular video of a human
subject, we use a kinematic neural network to estimate 2d

Figure 2. Qualitative results on two in-the-wild sequences. Sports
and dynamic activities are rarely found in motion capture datasets.

body keypoints, the body shape, and 3d body poses. Since
estimating 3d pose from monocular video is ill-posed, due
to e.g. depth-ambiguities and occlusion [44], the kinematic
3d reconstructions may suffer from self-penetration, incon-
sistent translation, jitters, floating above the ground, and
non-physical leaning [40, 43]. We, therefore, reconstruct
the motion in physical simulation, by jointly accounting for
both visual evidence and the constraints of physical simula-
tion (e.g. collisions, gravity, and Newton’s laws of motion).
See fig. 1 for an overview of our approach.

3.1. Kinematic Initialization

Given a sequence of monocular images {Ii}, we assume
a pinhole camera with intrinsics i = [fx, fy, cx, cy] and con-
stant camera extrinsics. We obtain the visual evidence used
in our optimization objectives following the procedure in-
troduced in [15]. This relies on HUND [61], a 3d pose es-
timator that produces per-frame 2d keypoints x̄i with con-
fidence scores ci, 3d body poses θi, and 3d body shape βi,
where θ and β are the GHUM [57] posing and shape pa-
rameters, respectively.

Since HUND is a per-frame estimator, a temporally con-
sistent shape is recovered by selecting the N = 5 highest-
scoring frames according to keypoint confidences. For
these frames, HUND image losses [61] are minimized using
BFGS under the additional constraint of a constant shape,
β, across all frames. In addition, [15] introduces a final
round of optimization where poses are updated under the
time-consistent body shape and a temporal smoothness loss
to reduce jittering.

Finally, as the ground plane location is not assumed to
be known and HUND produces estimates in camera space
k, we estimate the global transform Tg ∈ R3×4 for the
physical scene, with gravity along the y axis, as well as the
ground plane at y = 0. This is achieved by minimizing

Lg(Tg) =

N∑
i

∥min
(
δ,Ly

(
Tg[M(β,θi), 1]

))
∥2, (1)

where Ly is an operator that extracts the k = 20 smallest
signed distances from the mesh vertices M(β,θi) after the
global transformation. This assumes the body is in ground
plane contact for most of the sequence. To allow for frames
where the subject is not in contact with the ground, we clip
the maximum shortest distance to the ground to δ = 20 cm.



3.2. Differentiable Physics Simulation Model

We implement our models in the framework of the “Tiny
Differentiable Simulator” (TDS) [17]. This formulates
rigid-body dynamics for articulated bodies in terms of re-
duced coordinates. Elements in the vector q represent the
position of each joint, and elements in the vector q̇ repre-
sent joint space velocities, based on revolute and spherical
joints. Given the state of the body s⃗t = (qt, q̇t) at time t,
as well as the vector of joint torques τ t, and external forces
ft, the computation shown in fig. 3 produces a new body
state s⃗t+δt corresponding to the rigid multi-body dynamics
with contacts. To that end, we first run forward kinemat-
ics to compute world space positions and velocities, as well
as forward dynamics to compute unconstrained acceleration
obtained without taking contacts into account. The forward
dynamics computes the acceleration by solving the equation
of motion for the kinematic tree given by

τ t = H(qt)q̈t +C(qt, q̇t, f
x
t ) (2)

where H(q) is the joint-space inertia matrix, C the a joint
space bias force and fx is the vector of external forces.
The forward dynamics is computed by propagation-based
Articulated-Body Algorithm (ABA) [11] that traverses the
kinematic chain of the body three times in order to com-
pute quantities necessary to finally obtain the acceleration
of each rigid component of the body1. The joint-space in-
ertia matrix is computed using the Composite Rigid Body
Algorithm (CRBA) [11].

Unconstrained accelerations q̈u
t+δt are then used to com-

pute unconstrained velocities, which in conjunction with the
output of the forward kinematics xt+δt are used to update
the contact points between the articulated body and the en-
vironment. Contact points with positive (separating) dis-
tance are classified as inactive, while contact points with
zero or negative distance are active. Active contacts gener-
ate a repulsive impulse that needs to be taken into account
when computing the new body state. To that end, the for-
ward dynamics computation is phrased as a linear comple-
mentarity problem (LCP) at the velocity level [46, 47]

JcH
−1J⊤

c p+ Jcẋ = v (3)
v = [vu,vb]

s.t. v⊤
u pu = 0 vu ≥ 0 pu ≥ 0 vb = 0

where Jc is a contact Jacobian for the positions of con-
tact points computed in the previous step, p is the vector
of reaction impulses, and v is the vector of relative veloci-
ties. The indices u and b indicate the unilateral and bilateral
portion of constraints, respectively. The LCP problem in
(3) is then iteratively solved with a projected Gauss-Seidel
method following the formulation in [47], by relying on a

1See tab. 7.1 in [11] for the Articulated-Body Algorithm.

per-contact LCP [20]. The final step of the computation is
to obtain joint positions qt+δt from joint velocities using
semi-implicit Euler integration.
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Figure 3. Overview of the simulation step of the physics model
that updates the current state St to a new state after time step
δt. For each computational block we include the output quanti-
ties used in the subsequent block.

3.3. Physical Human Body Modeling

In the physical simulation, we model the human body as
rigid geometric primitives connected by joints. The model
is comprised of 16 joints with a total of 48 degrees of free-
dom, joining together 26 capsules that represent the various
body parts (cf . fig. 1). The shape and mass of the model
is automatically adapted for various body shapes by rely-
ing on a statistical body model [57]. Given the 3d mesh
M(β, ∅) corresponding to a shape estimate β in rest pose,
we infer the dimensions of the geometric primitives follow-
ing the approach of [2]. The process is entirely automatic
and yields individualized physical models for each subject.
As a physical model requires mass, we first estimate the to-
tal mass of the body based on a human shape dataset [36]
then distribute the weight according to an anatomical dis-
tribution [37]. Finally, the inertia of each primitive is com-
puted based on its mass and dimensions.

DiffPhy reconstructs a motion in simulation by actuat-
ing torque motors in the joints of the body. Following prior
work [1] we optimize over control targets to proportional-
derivative (PD) controllers rather than over the torques di-
rectly. We define the body’s angular joint positions as qt,
and joint velocities as q̇t, the associated 3d Cartesian coor-
dinates of the joints as xt for the time step t. Given a set
of joint targets q̂1:T = {q̂1, q̂2, . . . , q̂t} the PD controllers
infer the joint torques as

τ t = kp(q̂t − qt)− kdq̇t, (4)

where kp and kd are gain parameters of PD controllers. We
may then specify a motion of length T as the initial state
s0 = (q0, q̇0), the world geometry G defining the position
and orientation of the ground plane, and a target trajectory
for the joints q̂1:T . Given the loss presented in (5) we recon-
struct the motion by minimizing L = L(s0,G, q̂1:T ) with
respect to q̂1:T .

3.4. Gradient-Based Optimization

Given our loss function L = L(S0,G, q̂1:T ) we can use
any gradient-based optimization method to minimize the



Method # eval MPJPE-G MPJPE MPJPE-PA MPJPE-2d
CMA-ES 80k 206.7 125.7 77.4 16.9
BFGS 122 160.1 100.1 68.9 15.5
Basin-BFGS 509 144.9 84.6 61.1 12.6

Table 2. Comparison of optimization strategies on our Hu-
man3.6M validation set. BFGS and Basin-BFGS both use gradi-
ents, while CMA-ES is a gradient-free approach. Note that Basin-
Hopping together with BFGS (Basin-BFGS) improves the perfor-
mance of BFGS by combining it with stochastic global optimiza-
tion. Using only a purely sampling-based approach (CMA-ES)
requires magnitudes more function evaluations while still not find-
ing better optima for our loss. BFGS was given a sufficiently large
evaluation budget to converge.

loss with respect to q̂1:T . Since the loss function is non-
convex, convergence to suboptimal local minima is possi-
ble. Therefore, a global optimization combined with a local
gradient-based search is expected to outperform a purely lo-
cal method. One such method is the global stochastic opti-
mization Basin-Hopping [52]. It uses a two-stage approach,
which alternates between performing gradient-based local
search and stochastic global search. Based on an initial
candidate, it first performs a local search. It then randomly
perturbs the local minimum, performs a local search again
on the new candidate, and then either accepts or rejects the
new solution based on the Metropolis criterion [32]. In our
model, we use BFGS [13] for local optimization.

3.5. Optimization Objectives

Reconstructing a motion sequence amounts to finding
the control trajectory q̂1:T that minimizes the reconstruc-
tion loss L under the constraints of the simulation dynam-
ics. In this work, we formulate L as a weighted combination
of loss functions

L = wrLr + wjLj + wiLi + wlLl, (5)

with the weights wr = 10.0, wj = 0.1, wi = 0.01, and
wl = 0.01. The root position loss Lr measures errors be-
tween the 3d position of the simulated pelvis root joint xroot

t

and the kinematically estimated position x̄root
t

Lr(q̂1:T ) =
1

T

T∑
t

∥x̄root
t − xroot

t ∥2 (6)

at time t where T is the total length of the sequence.
Lj computes the rotational distance between the kinematic
pose estimate and the simulated body’s pose

Lj(q̂1:T ) =
1

TK

T∑
t

K∑
k

arccos(|qk
t · q̄k

t |), (7)

where q̄k
t and qk

t are rotations expressed as quaternions for
joint k at time t for kinematics and the simulated character

respectively. Note the difference between q̂ and q, where
the former are the PD control targets and the latter are the
joint angles of the simulated model (cf . (4)). Li computes
the 2d projection loss

Li(q̂1:T ) =
1

TK

T∑
t

K∑
k

ckt ∥x̄k
t −Π(xk

t , i)∥2, (8)

where Π(xk
t , i) is the perspective operator projecting the

simulated model’s joint xk
t onto the image with camera

intrinsics i weighted by the keypoint detection confidence
score ckt . Finally, Ll is a regularizer that penalizes joints
outside of human anatomical limits as present in the statis-
tical body model [57]

Ll(q̂1:T ) =
1

TK

T∑
t

K∑
k

∥max(zklower − qk
t , 0)

+ max(qk
t − zkupper, 0)∥2,

(9)

where zkupper and zklower are upper and lower bounds for
joint k respectively.

Note that in the above definitions, the positions of body
joints angles qk

t and 3d joint positions xk
t are dependent on

the control trajectory up until time t, as part of the physics
formulation introduced in §3.2.

3.6. Optimized Initialization

We initialize the pose q0 in the first time step of the sim-
ulation to the kinematically estimated pose q̄0 and estimate
the velocity q̇0 using finite differences between the first two
kinematic poses {q̄0, q̄1}. However, if the initial kinematic
pose estimate is poor, this might lead to a low quality start-
ing pose from which the simulation cannot recover. Simi-
larly, jitters in the kinematic poses may cause a significant
error in the estimated initial velocity. We address these is-
sues by including the initial pose and velocity as variables to
optimize. We experimentally validate how such a relatively
straightforward approach significantly impacts the results.

4. Experiments

Datasets. We quantitatively evaluate DiffPhy on the Hu-
man3.6M [21], and a subset of the AIST [49] pose datasets.
The former contains a diverse set of motions from a motion
capture laboratory, whereas the latter contains dance videos
with triangulated 3d joints as pseudo-ground-truth. As only
DiffPhy and SimPoe [60] supports full-body contacts (cf .
tab. 1), PhysCap [43] proposed evaluating on a subset of
the Human3.6M. This protocol eliminated all sequences re-
quiring more than foot-floor contacts. Hence to allow for
comparison, we use this subset in tab. 3, but note that our
method is more general and supports contacts for all body
parts. For ablations, we use 100 frames from 20 sequences



Figure 4. Qualitative examples on the AIST dataset (left) and of complex contacts (right). The AIST example shows that both kinematics
and DiffPhy projects well into the image. However, when rendered from another viewpoint (cam #2) it becomes clear that kinematics
exhibits unrealistic leaning while the physical constraints corrects the pose to keep the body in balance. See tiny.cc/diffphy for more.

Dataset Model MPJPE-G MPJPE MPJPE-PA MPJPE-2d TV Foot skate (%)

Human3.6M

VIBE [24] 207.7 68.6 43.6 16.4 0.32 27.4
PhysCap [43] - 97.4 65.1 - - -
SimPoE [60] - 56.7 41.6 - - -
Shimada et al. [42] - 76.5 58.2 - - -
Xie et al. [56] - 68.1 - - - -
Kinematics 145.3 83.0 55.4 13.4 0.34 47.5
DiffPhy 139.1 81.7 55.6 13.1 0.20 7.4

AIST Kinematics 155.7 107.4 66.9 10.4 0.52 50.9
DiffPhy 150.2 105.5 66.0 12.1 0.44 19.6

Table 3. Quantitative evaluation on the Human3.6M and AIST datasets. Our full dynamic model improves over the kinematic estimates
used as initialization with respect to standard joint position error metrics as well as reducing motion jitter and unnatural foot skating.

from a validation subset of Human3.6M. Finally, we quan-
titatively evaluate our method on real-world internet videos
released under creative commons licenses. For additional
details, refer to our supplementary material.

Metrics. We report the standard pose metrics such as mean
per-joint position error in millimeter (MPJPE-G), mean
Procrustes aligned joint error (MPJPE-PA), per-frame trans-
lation aligned error (MPJPE), and 2d mean per-joint error
in pixels (MPJPE-2d). Note that many papers do not re-
port global position errors since they consider only root-
relative poses. We, however, are interested in measuring
the pose error, including translational errors, since unnat-
ural translation is a common (non-physical) reconstruction
artifact. In addition, we also measure foot skating and the
total variation in the joint acceleration per frame (TV). We
measure foot skating as percentage of frames where a foot
moves more than 2cm while in contact with the ground in
two adjacent frames. Unlike [40], we do not assume foot
contact annotations but instead heuristically detect foot con-
tacts based on the distance between the foot mesh and the
ground-plane. The total variation in acceleration is com-
puted as 1

T

∑
t∈T

∑
k∈K |ẍk

t+1 − ẍk
t |, for the 3d accelera-

tion ẍk
t of joint k at time t estimated using finite differences.

Thus, high TV indicates motion jitter, and high foot skate
implies motion that slides along the ground.

Implementation Details. We use the Tiny Differentiable
Simulator [17] running at 1, 000 Hz with the gradients com-
puted using the auto differentiation framework CppAD [3].

In addition, we use a Python implementation of Basin-
Hopping and BFGS [50]. Since the length of the optimized
trajectory may be great, we follow [1] and perform opti-
mization in overlapping windows of length N = 960. The
simulation steps take ≈ 5s. For the large datasets in tab. 3,
we compute the windows in parallel and stitch them to-
gether in order to speed up computation. We initialize the
control targets q̂1:T to 3d poses estimated by our kinematics.
See our supplementary material for details.

4.1. Results

We compare DiffPhy against both state-of-the-art kine-
matic video models (VIBE [24]) and against physics-based
methods. The results are summarized in tab. 3. Since VIBE
predicts root-relative poses, we estimate the global trans-
lation (required to compute MPJPE-G) by minimizing 2d
projection errors using a method similar to the one in [43].
For VIBE, we use the publicly available implementation.
For the other methods, we give numbers presented by the
authors. On both Human3.6M and AIST, our model im-
proves with respect to the physical metrics (TV and foot
skate) compared to the kinematic initialization. On Hu-
man3.6M, foot skating is only 7.4% compared to 47.5% for
the kinematic initialization and 27.4% for VIBE. On AIST,
foot skating is reduced from 50.9% to 19.6%. We believe
that increased skating on AIST is due to actual skating mo-
tions performed as part of the hip-hop dances. On total vari-
ation, our model similarly improves over kinematics with
0.20 and 0.44 on Human3.6M and AIST, respectively. Fur-

https://tiny.cc/diffphy


Figure 5. Qualitative examples on Human3.6M. DiffPhy infers plausible leg motion while kinematics skates unrealistically forward.

thermore, we note that our full model improves the global
joint position error (MPJPE-G), a metric that measures pose
and translation errors. On Human3.6M, DiffPhy has an
error of 139.1 compared to 145.3 and 207.7 mm/joint for
kinematics and VIBE, respectively. If we look at the er-
ror for foot joints only, we see an even larger improve-
ment by including physics compared to kinematics alone
(166.8 vs. 174.1 mm/joint). This result aligns with prior
work [40], showing that physics improves foot position es-
timation. Furthermore, our method aligns well with image
evidence when comparing 2d error, i.e., 13.1 px/joint vs.
VIBE’s 16.4 px/joint on Human3.6M. In terms of joint er-
ror including translation error (MPJPE), SimPoE [60], Xie
et al. [56], Shimada et al. [42] outperform DiffPhy (56.7 vs.
68.1 vs. 76.5 vs. 81.7 mm/joint respectively), though in the
case of SimPoE and Xie et al. this might stem from initializ-
ing from the already strong VIBE predictor (68.6 mm/joint).
Furthermore, SimPoE is a neural network requiring exten-
sive training using the 3d ground-truth from Human3.6M,
whereas DiffPhy is a general method that requires no addi-
tional training (cf . tab. 1). Xie et al., PhysCap [43], Shi-
mada et al. [42] on the other hand, focus only on feet-
ground contacts while DiffPhy supports complex contacts.
Unfortunately, this advantage cannot be demonstrated on
subsets that exclude sequences with complex contacts.

Fig. 5 presents qualitative results where kinematics fails
to estimate the positions of legs due to depth ambigui-
ties. The reconstructed poses align well when projected
into the image but are unrealistic since the model skates
rather than walks forward. Since DiffPhy reconstructs the
motion with physics in the loop, it must propel the model
forward through bipedal locomotion, thus inferring feasible
leg poses. Similarly, in fig. 4 kinematics estimates a pose
that projects well into the image. However, when viewed
from a side, it becomes clear that kinematics estimates a
pose that leans unnaturally. Since DiffPhy is constrained by
gravity, it must find a pose that is both physically plausible
and aligns with 2d evidence. Fig. 4 also includes examples
of object interactions and rolling motions requiring complex
contacts. We manually modeled the chair as a box since
DiffPhy does not estimate scene geometry. For the rolling
motion, the kinematics were too noisy for DiffPhy to con-
verge; hence, we manually corrected the worst kinematic

frames before running DiffPhy. Finally, fig. 2 shows two
reconstruction examples for sequences in-the-wild. These
videos exhibit poses and activities missing from standard
laboratory-captured datasets.

Ablation studies. In tab. 6 we validate our choice of loss
components in (5). We note that the 2d projection loss, as
expected, plays an important role in aligning the reconstruc-
tion with the image evidence (17.1 vs. 12.6 px/joint). Fur-
thermore, since 2d keypoints do not suffer from depth ambi-
guities, they are generally more reliable than 3d keypoints
and thus serve as a strong signal. Therefore removing 2d
evidence significantly increases MPJPE-G from 144.9 to
158.5 mm/joint. Removing the root position loss (6) has
the largest impact on global position error (165.7 mm/joint)
since without it, we do not provide DiffPhy with any su-
pervision with respect to world positioning. This allows
for suboptimal reconstructions that align well with the pro-
jected image (12.8 px/joint) but do not transition correctly
in world space. Without the joint angle loss (7), DiffPhy is
deprived of the per-frame 3d pose estimates, which, when
predicted by neural networks such as HUND or VIBE that
are trained on large pose datasets, provide useful guidance
as long as their predictions do not contradict any physi-
cal constraints. Removing the joint angle limit regular-
izer (cf . (9)) demonstrates the usefulness of constraining
the reconstructed motion to the space of anatomically valid
poses even for everyday motions like those in Human3.6M.
Finally, we validate the usefulness of optimizing the ini-
tial starting pose and velocity (see §3.6). Without it, the
kinematic estimates for the initial frames must be accurate.
If not, the simulation may start from an initial state from
which DiffPhy may fail to recover, as seen by the largest
MPJPE-PA in the ablation of 65.1 mm/joint.

Next, results in tab. 2 show that gradient-based methods
are vastly more efficient for our physics loss compared to
the commonly used gradient-free approach CMA-ES [16].
BFGS obtains a lower MPJPE-G error (160.1 vs 206.7
mm/joint), and requires a fraction of the computations (122
vs. 80k loss evaluations per windows). Next, We note that
BFGS converges to suboptimal minima, but by combining
BFGS with Basin-Hopping, we can reduce the errors further
to 144.9 mm/joint. As Basin-Hopping can explore infinitely



RF MPJPE-G MPJPE MPJPE-PA MPJPE-2d
0 144.9 84.6 61.1 12.6
5 141.4 82.2 60.7 11.8
10 140.1 79.9 60.2 11.7
25 146.3 81.9 60.0 12.7
50 140.2 79.4 60.3 11.6
100 154.0 87.7 61.5 14.4

Table 4. Results on experiments on the effects of residual force.
We note using a residual force decreases the error metrics, but we
refrain from using it to avoid unexplained non-physical forces.

Window MPJPE-G MPJPE MPJPE-PA MPJPE-2d
240 390.1 224.1 96.6 40.3
480 165.6 97.2 63.8 13.2
720 148.9 87.2 61.8 12.6
960 144.9 84.6 61.1 12.6
1440 155.6 92.5 65.7 15.9

Table 5. Results on the effects of optimization window size. A
balance needs to be found between a larger window size which
allow for more visual evidence to be taken into account while a
smaller reduces the dimensionality of the search space.

many basins, we set the limit to 5 basin steps, each with 50
BFGS iterations as a trade-off between accuracy and speed.

In tab. 5 we study the effect of the optimization window
size. We find that a window of 960 simulation steps (con-
taining 0.96s of video) is optimal for our setup. A larger
window size increases the errors, most likely due to a larger
search space combined with a larger gradient variance, as
noted in [33]. On the other hand, smaller windows pro-
vide scarcer visual evidence and are sensitive to a few oc-
cluded frames, or to noisy estimates. Interestingly, a smaller
window size performed better for experiments on ground-
truth data (see supplementary material). This indicates that
smaller apertures are better for noise-free inputs.

Several methods (cf . tab. 1) introduce “residual forces”
acting on the root link of the physical body. This non-
physical force allows the method to translate and rotate the
body to align with visual evidence at the expense of physi-
cal realism. tab. 4 confirms that this indeed can be used to
lower DiffPhy’s joint errors (MPJPE-G from 144.9 to 140.2
mm/joint and 2d error from 12.6 to 11.6 px/joint when ap-
plying 50N for each of the six degrees of freedom). Interest-
ingly, applying a too great residual force (100N) increased
error, perhaps since it allows the model to circumvent some
of the constraints of physical simulation. In this work, we
avoid using residual forces, in order to keep all forces real-
istic, and avoid non-physical artifacts.

5. Discussion

In order to improve the realism of 3d human sensing, we
have introduced DiffPhy – the first differentiable physics-
based model for full-body articulated human motion esti-
mation, that supports complex contacts, does not assume a

Variant MPJPE-G MPJPE MPJPE-PA MPJPE-2d
Full model 144.9 84.6 61.1 12.6
No root 165.7 84.8 60.7 12.8
No 2d 158.5 98.3 65.7 17.1
No pose 156.8 91.8 64.4 13.0
No 3d loss 216.6 122.4 76.3 12.6
No limits 146.8 86.5 62.2 13.0
No opt. init. 151.5 92.1 65.1 14.1

Table 6. Ablation of the model components introduced in §3. No
root means without root position loss (6), No 2d without 2d key-
point loss (8), No pose without joint angle loss (7), No 3d loss
without both root link position loss and joint angles losses, No
limit without anatomical joint limits (9), and No init. opt. is with-
out optimizing the initial state, cf . §3.6.

known ground plane, and avoids reliance on non-physical
forces. This has the benefit of a human model with realistic
physics interactions, that are constrained end-to-end by vi-
sual losses. Furthermore, such a model can provide a valu-
able non-learning-based component, which is always valid,
complementing the statistical kinematic prediction and op-
timization techniques prevalent in the current state of the
art. Visual 3d human motion reconstruction experiments on
multiple datasets demonstrate that our methodology is com-
petitive with other state of the art physics-based approaches.
Limitations and Future Work. An inherent limitation to
physics-based approaches is the need to model objects in
the scene. We hope to address this challenge in future work
by integrating with 3d scene reconstruction techniques [4].
Ideally, we would be able to jointly optimize the control of
the body and the world to match visual evidence. Another
limitation is our current assumption of constant camera ex-
trinsics. This limits our technique to videos captured using
a static camera but can be easily relaxed. Finally, our re-
constructions are limited to a single subject. Reconstructing
multiple people interacting is interesting since these scenes
are complex, and learning statistical models of interaction
between humans is challenging [12]. A physics-based ap-
proach could help infer constraints and affordances.
Ethical Considerations. Our construction of physics-
based models is motivated by the breadth of transforma-
tive 3d applications that would become possible, including
fitness, personal well-being or special effects, or human-
computer interaction, among others. In contrast, appli-
cations like visual surveillance and person identification
would not be effectively supported, given that the model’s
output does not provide sufficient detail for these purposes.
The same is true for the creation of potentially adversely-
impacting deepfakes, as an appearance model or a joint
audio-visual model are not included for photorealistic vi-
sual and voice synthesis. While our method is fundamen-
tally applicable to a variety of human body types, we have
not evaluated this aspect extensively and consider such a
study an important objective for future work.
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Appendix
This supplement presents additional results (§A), a de-

scription of the datasets used (§B) together with a descrip-
tion of the usage of data with human subjects (§B.2), and
additional details of the simulation setup (§C). Please refer
to our video for qualitative results at tiny.cc/diffphy.

A. Additional Results
Tab. 7 presents an ablation on window size performed

using mocap data as initialization and reference trajectory
rather than using the kinematic initialization. In this case,
we note that a smaller window size of 480 outperforms the
larger window size of 960 used in the main paper. We
hypothesize that when the reference signal lacks noise, a
smaller window is easier to optimize since the dimension of
the problem is reduced. However, with noisy observations,
a larger window is required for the method to be robust to
missing or poor kinematic reconstructions.

Window MPJPE-G MPJPE MPJPE-PA
240 112.8 75.9 40.1
480 39.4 33.4 21.9
720 46.1 42.1 29.4
960 77.8 68.4 44.9

Table 7. Ablation study of the optimization window size. Experi-
ments were carried out on motion capture rather than the kinematic
initialization as input. The experiment was performed on the same
Human3.6M sequences as in the ablation in the main paper. Note
that when using mocap rather than noisy observations, a smaller
window size is better (480 vs. 960 in main paper).

B. Datasets
We evaluate our method on the two established datasets

Human3.6M [21] and AIST [49]. In addition, we evaluate
our method on “real-world” internet videos.
Human3.6M. When comparing to the state-of-the-art
methods, we evaluate on the Human3.6M Protocol P2 se-
quences while excluding the same sequences as by Xie et
al. [56]. That leaves the sequences: Directions, Discus-
sions, Greeting, Posing, Purchases, Taking Photos, Waiting,
Walking, Walking Dog and Walking Together. We evaluate
the motions using only camera 60457274. Similar to [56],
we down sample the Human3.6M data from 50 FPS to 25
FPS.

The ablation studies were performed on a smaller sub-
set of four-second clips (frames 400-599) from a random
camera, see tab. 8.
AIST. AIST provides dynamic dance motions not present
in Human3.6M. We evaluate our method using the pseudo-
ground-truth provided by [26]. We use the first four seconds

Sequence Subject Camera Id Frames
Phoning S11 55011271 400-599
Posing_1 S11 58860488 400-599
Purchases S11 60457274 400-599

SittingDown_1 S11 54138969 400-599
Smoking_1 S11 54138969 400-599

TakingPhoto_1 S11 54138969 400-599
Waiting_1 S11 58860488 400-599
WalkDog S11 58860488 400-599

WalkTogether S11 55011271 400-599
Walking_1 S11 55011271 400-599
Greeting_1 S9 54138969 400-599
Phoning_1 S9 54138969 400-599
Purchases S9 60457274 400-599

SittingDown S9 55011271 400-599
Smoking S9 60457274 400-599

TakingPhoto S9 60457274 400-599
Waiting S9 60457274 400-599

WalkDog_1 S9 54138969 400-599
WalkTogether_1 S9 55011271 400-599

Walking S9 58860488 400-599

Table 8. Human3.6M [21] sequences used for ablation studies.
Note that we downsampled the sequences from 50 FPS to 25 FPS.

(120 frames) using a randomly selected camera from the
sequences in tab. 9.
Internet Videos. Finally, we perform qualitative evaluation
of our method on internet videos made public under creative
common licences.

B.1. Metrics

Total variation. We compute the total variation of the 3d
joint acceleration as a measurement of the jitter in motion.
This is given as

1

T

∑
t∈T

∑
k∈K

|ẍk
t+1 − ẍk

t |, (10)

where ẍk
t is the 3d joint acceleration of joint k at time t. We

estimate the acceleration through finite differences.
Foot skating. We track unnatural foot skating artifacts by
measuring the percentage of frames where either foot is
“skating” along the ground. Our formulation doesn’t rely
on foot contact annotations but instead heuristically detect
when foot contacts occur by measuring the distance be-
tween the foot mesh and the ground-plane. A contact is
defined as N = 10 foot mesh vertices being within d mm
of the ground-plane. For kinematics we use d = 5 mm and
for dynamics d = 1 mm to account for the capsule approxi-
mation being smaller than the foot mesh. We define skating
as a foot moving ≥ 2 cm between two frames while being
in contact with the ground.

https://tiny.cc/diffphy


B.2. Usage of data with human subjects

In this work, we employ two established pose bench-
marks that are commonly used in the field of human pose
estimation. Human3.6M [21] was recorded in a laboratory
setting with the permission of the actors, and AIST [49]
contains “a shared database containing original street
dance videos with copyright-cleared dance music. This
is the first large-scale shared database focusing on street
dances to promote academic research regarding Dance In-
formation Processing”2. As for the “in-the-wild“ videos,
these were released under creative common licenses grant-
ing express permission to “copy and redistribute the ma-
terial in any medium or format” and “remix, transform,
and build upon the material for any purpose, even commer-
cially”. Finally, we do not intend to release these videos as
part of a dataset. Instead we only use them to demonstrate
our method on videos with poses and motion uncommon in
laboratory captured datasets.

Sequence Frames
gBR_sBM_c06_d06_mBR4_ch06 1-120
gBR_sBM_c07_d06_mBR4_ch02 1-120
gBR_sBM_c08_d05_mBR1_ch01 1-120
gBR_sFM_c03_d04_mBR0_ch01 1-120
gJB_sBM_c02_d09_mJB3_ch10 1-120

gKR_sBM_c09_d30_mKR5_ch05 1-120
gLH_sBM_c04_d18_mLH5_ch07 1-120
gLH_sBM_c07_d18_mLH4_ch03 1-120
gLH_sBM_c09_d17_mLH1_ch02 1-120
gLH_sFM_c03_d18_mLH0_ch15 1-120
gLO_sBM_c05_d14_mLO4_ch07 1-120
gLO_sBM_c07_d15_mLO4_ch09 1-120
gLO_sFM_c02_d15_mLO4_ch21 1-120

gMH_sBM_c01_d24_mMH3_ch02 1-120
gMH_sBM_c05_d24_mMH4_ch07 1-120

Table 9. AIST [49] sequences used for evaluation.

C. Differentiable Physics for Human Motion
Tiny Differentiable Simulator (TDS) [17] is a C++ sim-

ulator where the data type is templetized. In our experi-
ments, we use the scalar from the automatic differentiation
(AD) framework CppAD [3] to compute the simulation gra-
dients. That is, we compute the gradients of the loss with
respect to the input control variables at each time step:

∂L

∂q̂1:T
=

∂L

∂q1:T

∂q1:T

∂τ 1:T

∂τ 1:T

∂q̂1:T
, (11)

where L is objective function of the trajectory optimiza-
tion, q1:T are the simulated body’s joint positions, and q̂1:T

2https://aistdancedb.ongaaccel.jp/

are the per-timestep control signal to the PD controllers in
the body joints.

To speed up the optimization we implement our simula-
tion as a fixed computational graph of the simulation roll-
out for a fixed number of steps and then repeatedly use it
to compute the values of the gradients in (11). This greatly
speeds up the optimization since the automatic differenti-
ation framework doesn’t need to setup the computational
graph for each backward pass. To that end, we make the fol-
lowing adaptations to TDS to make it support a fixed graph.
Differentiation and contact points. Since at the time of
graph construction it is not known in advance which con-
tact points will be active for particular inputs we always
include all contact points into the LCP formulation. This
increases the graph size based on the number of contacts
considered. The issue of large graph can be address by e.g.
“checkpointing” the computation as described in [38].
Dealing with exploding gradients. As noted in [33], gra-
dients from differentiable simulators may explode or van-
ishing when the window size is large. In this work, we ex-
perimentally found it possible to mitigate the issue by set-
ting the LCP solver iterations to K = 1 without noticeable
degradation of reconstruction quality.
Implementation Details In our experiments we run TDS
with a step size of 1ms. This is partly due to the simpler PD
controller, which requires smaller simulation steps to allow
for stable control. We set the ground-plane friction to 0.8
and the controller gains to kp = 200 and kd = 5. Eval-
uating our loss function and computing the gradients for a
window of 960 simulation steps takes approximately ≈ 5
seconds on a standard desktop computer with only feet con-
tacts enabled. Enabling more contacts or simulating multi-
ple objects increases memory and computation time.

https://aistdancedb.ongaaccel.jp/
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