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Abstract

Optimization-based meta-learning offers a promising di-
rection for few-shot learning that is essential for many
real-world computer vision applications. However, learn-
ing from few samples introduces uncertainty, and quanti-
fying model confidence for few-shot predictions is essen-
tial for many critical domains. Furthermore, few-shot tasks
used in meta training are usually sampled randomly from a
task distribution for an iterative model update, leading to
high labeling costs and computational overhead in meta-
training. We propose a novel uncertainty-aware task se-
lection model for label efficient meta-learning. The pro-
posed model formulates a multidimensional belief measure,
which can quantify the known uncertainty and lower bound
the unknown uncertainty of any given task. Our theoreti-
cal result establishes an important relationship between the
conflicting belief and the incorrect belief. The theoretical
result allows us to estimate the total uncertainty of a task,
which provides a principled criterion for task selection. A
novel multi-query task formulation is further developed to
improve both the computational and labeling efficiency of
meta-learning. Experiments conducted over multiple real-
world few-shot image classification tasks demonstrate the
effectiveness of the proposed model.

1. Introduction
Deep learning (DL) models have achieved state-of-the-

art performance for many computer vision applications.
However, the effectiveness of DL models is challenged by
some specialized domains (e.g. medicine, biology, and se-
curity intelligence), in which labeled data for model train-
ing may be scarce. Unlike the DL models, human beings
can learn efficiently from limited training samples by using
the prior knowledge stored in their brains and applying it to
new tasks. For example, once a child learns how to distin-
guish between lions and tigers, s/he can quickly generalize
the concept to distinguish lions and cats with little or no ad-
ditional training. Inspired by such human learning, various
few-shot learning techniques [6, 24, 37] have been devel-

oped, which provide a promising approach to address the
label scarcity problem for DL models.

In recent successful few-shot learning approaches, the
model is trained from multiple few-shot tasks comprised of
few labeled examples instead of one large dataset as in the
traditional setting. By learning from many similar tasks, the
model can accumulate the shared knowledge among tasks.
After training, it uses the knowledge gained from similar
tasks as the prior knowledge to perform well on new un-
seen few-shot tasks. Meta-learning is one popular approach
for few-shot learning where the model learns at two stages:
rapid learning within a new task, which is guided by prior
knowledge gained from gradual learning across tasks [30].
In meta-learning, the model is trained on a large number
of few-shot tasks to learn the shared inter-task knowledge.
The learned model is evaluated based on its generalization
capabilities on unseen few-shot tasks.

Few-shot tasks have limited data to learn from (in some
cases just 1 example/class). So, some model predictions
may not be reliable. For critical applications (e.g. au-
tonomous driving), it is essential to quantify the prediction
uncertainty. Some existing approaches indirectly provide
uncertainty information of few-shot tasks by learning a pos-
terior predictive distribution for testing data samples [7, 10,
12, 17, 28]. However, they usually suffer from a high com-
putational cost and rely on assumptions/approximations that
may be invalid in practice.

Additionally, few-shot tasks used in meta training are
usually sampled randomly from a task distribution formed
using a large pool of labeled data samples. Thus, meta-
training for many optimization-based meta-learning ap-
proaches is computationally expensive, requiring evaluation
of the second-order derivative (i.e., Hessian) of the (global)
model parameters over each of the sampled tasks. Further-
more, the large number of tasks leads to high labeling costs
in many real-world problems. However, not all the tasks
contribute equally to the learning of the (global) model pa-
rameters, and evaluating the Hessian over these tasks can
significantly slow down the meta training process.

In this paper, we present a novel Uncertainty-aware task
selection model for efficient meta-learning (referred to as
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Units-ML) that provides uncertainty estimation to quan-
tify the model confidence in few-shot predictions. Build-
ing upon the theory of subjective logic [13], we formulate
a multidimensional belief measure, including vacuous, con-
flicting, and incorrect beliefs, which can quantify both the
known uncertainty (KUN) and unknown uncertainty (UUN)
of a given task. However, evaluating incorrect belief re-
lies on the labels of a query set in a task, making the UUN
not accessible during task selection. We address this issue
by proving a novel relationship between conflicting belief
and incorrect belief, which allows us to bridge the gap to
UUN. A novel task selection function is designed accord-
ingly that integrates both KUN and UUN for belief-oriented
label-efficient meta-learning.

We summarize our key contributions below: (1) a novel
computationally and label-efficient meta-learning model
that can estimate uncertainty in few-shot tasks, (2) a multi-
dimensional belief measure to quantify the KUN and lower
bound the UUN of a given task, (3) theoretical justifica-
tion that conflicting belief lower bounds incorrect belief,
which allows UUN estimation without label information,
and (4) an uncertainty-aware task selection criterion and a
novel multi-query task formulation to improve both compu-
tation and label efficiency of meta-learning. We conduct in-
tensive experiments over multiple real-world image datasets
to demonstrate the effectiveness of the proposed Units-ML
model in terms of accurate uncertainty estimation, computa-
tionally effective task selection, and label-efficient learning
under a limited annotation budget.

2. Related Work
In meta-learning, the meta-model aims to learn (prior)

knowledge shared by relevant tasks over multiple training
episodes so that the model can perform well in new few-
shot tasks. The prior knowledge can be learned through
embedding functions and similarity metrics as in metric-
based models [5,8,33,35,37]. The prior knowledge can also
be captured by a deep neural network that maps a training
dataset to parameters of the task-specific meta-model as in
model-based meta-learning approaches [9, 11, 16, 23].

In optimization-based meta-learning [29], task-specific
model parameters are learned from the meta-dataset us-
ing an optimization procedure such that the model can
adapt quickly with only a few examples from a new task.
In Model-Agnostic Meta-Learning (MAML) [6], a good
global initialization is learned from which the model can
adapt quickly to new tasks using only a few data sam-
ples using a few gradient descent steps. Some improve-
ments for MAML include MetaSGD [20] and MAML++ [2]
that help further improve the generalization and stability of
MAML. First-order approaches such as Reptile [26] have
also been developed to address high computational costs in
meta-training of MAML. Meta-learning has recently been

extended to the Bayesian setting [7,10,12,41] to develop un-
certainty awareness. We discuss these relevant uncertainty-
aware meta-learning works in the Appendix.

Recent works have also attempted to show the effective-
ness of task selection for meta-learning in reinforcement
learning problems [15, 22]. In terms of task selection for
few-shot classification problems, MTL [34] and GCP [21]
share similar motivations to our approach. In MTL, a two-
stage hard-task scheme is introduced where the model is
first trained on a batch of tasks and a list of failure classes
(based on query set loss) is maintained. In the second
stage, the model trains from hard tasks created using the
failure classes that lead to better generalization. In GCP, a
class-pair-based task sampling scheme is developed as an
effective alternative to existing uniform sampling for meta-
learning. In GCP, the class-pair potential matrix is used to
sample the training tasks. GCP requires keeping track of
pairwise potential among all training classes, and might not
scale well when the number of training classes is large, or
when new training classes are introduced as training pro-
gresses. These approaches can be applied complementary
to our approach as they focus on determining the most in-
formative classes (instead of tasks as in our model) from
which the task is to be generated. With these approaches,
once the candidate classes are determined, our model could
be applied to formulate a multi-query task and select the
most informative task for effective meta-learning.

Our method is an instance of an optimization-based
meta-learning with uncertainty awareness, i.e., our model
outputs the uncertainty estimates along with the predictions
for few-shot tasks. In contrast to the probabilistic meta-
learning approaches discussed above, our method does not
add any significant computation overhead. Also, by fur-
ther leveraging the predicted multidimensional belief (i.e.,
vacuous, conflicting, and incorrect), we perform belief-
oriented task selection for uncertainty-ware meta-learning
with faster and better convergence, augmented with multi-
dimensional belief based uncertainty quantification.

3. Methodology
In this section, we present the proposed belief-oriented

task selection for efficient meta-learning (Units-ML). We
first describe the standard problem setup for few-shot learn-
ing. We then provide an analysis on the computational
cost of MAML that motivates the need to perform belief-
oriented task selection that sets the stage for us to describe
the proposed Units-ML model in detail.

Problem setup. We focus on few-shot classification prob-
lems and follow the episodic training procedure introduced
in [37]. In particular, multiple tasks sampled from a task
distribution are considered where each task consists of a
support set S and a query set Q. Specifically, a task in a



N -way K-shot classification problem is defined as

T = {S,Q}
S = {XS , YS} = {(x1, l1), ..., (xNs , lNs)}
Q = {XQ, YQ} = {(x1, l1), ....., (xNq , lNq )} (1)

Support set S has a total of Ns = N ×K instances with K
examples/class, and query set Q has Nq new examples be-
longing to one of the N classes. During meta-training, both
support and query sets are used to train the model; during
meta-testing, the model performs adaptation using the sup-
port set and is evaluated on the query set.

Besides the standard problem setup as above, we also
consider the setting where only limited samples can be an-
notated due to a limited labeling budget and the goal is to
train the meta-model in a label-efficient way. We assume
each task consists of small support set with limited labeled
samples along with an unlabeled query set with varied sizes.
We want the meta-model to be trained such that it can per-
form well on any new samples of the task (i.e., any query
set) after learning from the knowledge of the support set.

Analysis of MAML. MAML aims to learn a good ini-
tialization over multiple meta-iterations using the support-
query setup discussed above. In each meta-iteration, a batch
of tasks updates the model’s global parameters. The updates
in MAML can be summarized in two iterative steps: a local
update using the support set and a global update using the
query set. For each task, the local update proceeds as:

θ0 = θ [make copy of global parameters]

θ1 = θ0 − α∇θ0L
[
f(θ0, XS), YS

]
...

θM = θM−1 − α∇θM−1
L
[
f(θM−1, XS), YS

]
(2)

Here, the model f outputs the predictions for support set
input XS based on the parameters θm,m ∈ [1,M ]. The
support set prediction f(θm, XS) and support set ground
truth YS is used to compute the loss L and the mth local
update is done based on this loss. After M local updates,
the global parameters are updated using the query set input
XQ and the query set ground truth YQ as:

θnew = θ − β∇θL
[
f(θM , XQ), YQ

]
(3)

Denote the query set loss L
[
f(θM , XQ), YQ

]
by LQM and

support set loss L
[
f(θM , XS), YS

]
by LSM . After M local

updates using the support set S, we update global parame-
ters using the query set Q as:

θnew = θ − β∇θLQM = θ − β∇θML
Q
M ×∇θ

[
θM
]

= θ − β∇θML
Q
M ×

( 1∏
m=M

∇θm−1

[
θm]

)
×∇θ

[
θ0
]

= θ − β∇θML
Q
M (I −HM−1)..× (I −H0)× I (4)

where ∇θML
Q
M is a vector of length same as the number

of parameters in θ, I is the identity matrix, and Hm =
∇θm

[
∇θmLSm

]
is the Hessian matrix. As shown above,

the global parameter update is through the loss over the
query set samples LQM , with θm implicitly capturing the
support set information. To achieve label-efficient meta-
learning, we need to quantify the informativeness of a task
through its query set. Furthermore, global parameter up-
date involves multiple Hessian-gradient products, which are
computationally expensive. In standard meta-learning, a
large number of tasks need to be labeled and then used for
episodic training to find good global parameters. This not
only incurs a high annotation cost but also takes a long time
to converge. The proposed Units-ML model aims to select
the most informative tasks for efficient meta-learning to re-
duce both the label and computational cost.

3.1. Multidimensional Task Belief Quantification

We formulate a novel multidimensional belief-based
measure to quantify different types of task uncertainty in
meta-learning by leveraging the formalism from Subjective
Logic (SL) [13]. SL considers N opinions (correspond-
ing to N classes) and assigns belief masses to each opinion
(b1, b2, ...bN ) along with an overall uncertainty mass u. The
belief masses represent the total evidence from the model
whereas the uncertainty mass represents the vacuity (i.e.,
lack of evidence), and the two masses sum to 1:

N∑
n=1

bn + u = 1, ∀n : 0 ≤ bn ≤ 1, 0 ≤ u ≤ 1 (5)

By explicitly considering the uncertainty mass and using
evidence-based measure (vacuity) to quantify it, we can ob-
tain the model’s vacuous belief on given tasks. By learning
tasks with a high vacuity, the model can gain the lacking
knowledge. Furthermore, we can also capture the uncer-
tainty due to the conflicting belief using the dissonance (dis)
that is complementary to the vacuity (u):

dis =

N∑
n=1

(
bn

∑
j 6=n bjBal(bj , bn)∑

j 6=n bj

)
, (6)

Bal(bj , bn) =

{
1− |bj−bn|bj+bn

, if bibj > 0

0, otherwise
(7)

where Bal(·, ·) is the relative mass balance function be-
tween two belief masses. By learning tasks with a high
dissonance, the model can correct its acquired conflicting
knowledge to ensure more accurate predictions. Additional
discussions about SL is presented in the Appendix.

The theory of SL can be conveniently embedded in a
standard (non-Bayesian) neural network, making it com-
putationally attractive. In particular, a neural network can



form multinomial opinions in classification by replacing the
final softmax layer with a non-negative activation layer [31].
As a result, the network is trained to predict an evidence
vector e = (e1, e2, ...eN ) for a given input x. The belief and
vacuity are then computed as

bn =
en
S
, u =

N

S
, where S =

N∑
n=1

(en + 1), (8)

By setting αn = en+1, the probability of assigning x to the
n-th class is αn

S . If we use a set of categorical random vari-
ables (p1, ..., pN )> to represent the class assignment prob-
abilities, then α’s are essentially the concentration parame-
ters of a Dirichlet prior Dir[(p1, ..., pN )>|(α1, ..., αN )>].

Multidimensional Belief for Task Uncertainty Quantifi-
cation. To quantify the vacuous belief (i.e., vacuity) and
conflicting belief (i.e., dissonance) for a given task t that
consists of a support set with limited labeled instances along
with an unlabeled query set q, we propose to perform meta-
testing on each of the sampled tasks. In particular, the
model first adapts to the task by using the support set S.
Then, task vacuity and dissonance are evaluated using the
unlabeled query set Q. We compute the vacuity and disso-
nance using (8) and (6) for each data sample in the query
set of a task. The vacuous belief vbt and conflicting belief
cbt of task t are computed as the average of vacuity and
dissonance of query set samples:

vbt =
1

Nq

Nq∑
q=1

utq (Vacuous Belief) (9)

cbt =
1

Nq

Nq∑
q=1

distq (Conflicting Belief) (10)

where utq and distq are the vacuity and the dissonance for
the qth query sample in task t. Since vacuity reflects the
model’s lack of evidence on a data sample, vacuous belief
indicates the model’s overall lack of knowledge on a task.
Therefore, selecting a task with a high vbt and perform-
ing meta-training using (4) can adjust the global parame-
ters to effectively learn the missing knowledge. As a result,
the model is expected to perform well on similar unseen
few-shot tasks in the future. While vacuous belief captures
one source of uncertainty that indicates the model’s lack of
knowledge for the task, conflicting belief helps identify the
difficult tasks, i.e., the tasks in which the model gets con-
fused between different classes. Learning from these tasks
can help adjust the global parameters such that the model
can correct the acquired confusing knowledge. As a result,
the model is expected to be able to better differentiate dif-
ferent classes within a task.

Since both vacuous belief and conflicting belief can be
quantified without knowing the labels of the query set, they
are instances of known uncertainty (KUN). There is another
source of uncertainty, referred to as unknown uncertainty
(UUN), that the model is unaware of. UUN usually leads
to a highly confident wrong prediction that can cause more
severe consequences in critical domains (e.g., autonomous
driving). This type of uncertainty is essentially caused by
model overfitting, which can be quite common when apply-
ing deep learning models to few-shot problems. It is critical
to train the meta-learning model to minimize the unknown
uncertainty so that the model can avoid making over-fitted
predictions in the future. UUN can be captured by a third
type of belief, referred to as incorrect belief:

ibt =
1

Nq

Nq∑
q=1

||btq � (1− ytq)||1 (Incorrect Belief) (11)

where ytq = (ytq,1, ...y
t
q,N )T is the one-hot vector repre-

senting the ground-truth label of the qth query set sample,
btq = (btq,1, ...b

t
q,N )T is the N -dimensional belief vector, �

represents element-wise multiplication, and || · ||1 is the l1
norm. Intuitively, when the model is wrongly confident, i.e.,
the model places a strong belief in a class that is different
from the true class label, it will contribute a large incorrect
belief component. The task-level incorrect belief aggregates
these components to reflect the overall UUN of the task.

However, a key limitation of incorrect belief is that com-
puting incorrect belief requires the query set labels, making
it infeasible to be used in task selection for label-efficient
meta-learning. We address this issue through an impor-
tant theoretical result as presented in the following theo-
rem. The theorem establishes an important relationship
between incorrect belief and conflicting belief, which es-
sentially bridges the gap between unknown uncertainty and
known uncertainty.

Theorem 1 (Lower bound of incorrect belief). Consider
an unlabeled task t with (unknown) incorrect belief of ibt

and conflicting belief cbt. Then, incorrect belief is lower
bounded by a half of the conflicting belief on the same task

ibt ≥ 1

2
cbt where 0 ≤ cbt ≤ 1, 0 ≤ ibt ≤ 1 (12)

Proof sketch. We first consider a sample within the task for
which the model outputs an N -dimensional belief vector.
We consider the analytical expression of the conflicting be-
lief, simplify the relative mass balance between the beliefs,
and expand the different belief terms of the conflicting be-
lief. After expanding and rearranging, we find an upper
bound for each of the terms in the conflicting belief expres-
sion that proves that for any sample, the incorrect belief is
lower bounded by half the conflicting belief. Finally, we
generalize the relationship to be true for any task.



Due to space limitations, the complete proof of the theo-
rem is provided in the Appendix. Ideally, we want to select
tasks with high incorrect belief that encourages the model
to correct the model’s incorrect knowledge. Since the con-
flicting belief provides a lower bound for incorrect belief, it
provides a way to estimate the incorrect belief (and reduce
UUN) without the label information, which is instrumental
for active task selection.

3.2. Belief-Oriented Task Selection and Training

The multidimensional belief provides a principled way
to quantify both the KUN and UUN of different tasks with-
out the query set labels. With this, the most informative
tasks are the ones with the greatest overall uncertainty, in-
cluding both KUN and UUN. For the former, it is captured
by two different types of belief: vacuous and conflicting. As
for the latter, we can obtain its lower bound through con-
flicting belief. Since conflicting belief is used to quantify
both KUN and UUN, we propose a task selection function
that integrates vacuous beliefs (vacuity) and conflicting be-
liefs (dissonance) to estimate the total task uncertainty:

unct = λ(vbt) + (1− λ)(cbt) (Task Uncertainty) (13)

where λ is a balancing term that determines the relative im-
portance between these two types of belief. Intuitively, the
tasks with high vacuous belief represent new/unseen tasks
on which the model is not able to make confident predic-
tions, whereas the tasks with high conflicting belief repre-
sent challenging tasks on which the model struggles to con-
fidently discriminate among the classes. We start with a
relatively large λ in the early phase of meta-learning so that
the model can better explore the task space to fill out the
knowledge gap. Then, the focus will shift to the conflicting
belief to fine-tune the model on the more difficult tasks or
tasks that the model has an incorrect knowledge.

Multi-Query Tasks. With the above selection score
(unct), we propose to conduct uncertainty-aware task selec-
tion with a novel task formulation strategy for label-efficient
meta-learning. A straightforward method for task selection
is to sample a large number of tasks (say J tasks) from a
task distribution p(T ) and use task selection criteria to se-
lect I tasks to be labeled and perform meta-learning. We
refer to this strategy as Units-ST (see Figure 1). In Units-
ST, for each discarded task, the model needs to adapt to
the support set to determine the informativeness which is a
waste of computation and support set labels. To further im-
prove efficiency, we propose to formulate multi-query tasks,
where each task consists of a shared support set and multi-
ple query sets. In this new formulation, referred to as Units-
ML (see Figure 1), the model will adapt to the support set in
the task and choose the most informative query set to label.
Other unlabeled query sets will be discarded and not used

for meta-learning. Such Multi-Query Tasks can be an ideal
choice for limited budget real-world few-shot problems.

Belief Regularized Model Training. We aim to train the
meta-model to learn a good initialization such that for a new
task, after learning from limited data of the support set, the
meta-model can make a prediction as well as output the con-
fidence in the prediction (the uncertainty information). To
this end, we assume that the label for each sample is ob-
tained from a generative process with a Dirichlet prior and
a multinomial likelihood as specified through the SL frame-
work. The parameters for the Dirichlet prior express the
vacuity and belief masses for uncertainty estimation. Fur-
ther, we leverage the conjugacy between the Dirichlet prior
and the multinomial likelihood. With this, we can learn
these parameters by minimizing a loss between the multi-
nomial output and the ground truth labels.

Additionally, while the incorrect belief can only be es-
timated through its lower bound during the task selection
phase, once the task is selected, the labels of its query set
will be collected. Consequently, the incorrect belief can be
accurately quantified, which can be used to guide the model
training (to minimize the incorrect belief). To this end, we
propose a belief regularized loss function

Li = − ln

∫
Mult(yi|pi)Dir(pi|αi)dpi + ηRib (14)

Rib = bi � (1− yi) (15)

where Li is the loss on the i-th data sample with one
hot label yi, Rib is the incorrect belief regularization for
the sample, and η is a regularization coefficient that bal-
ances between minimizing the incorrect belief and max-
imizing the log likelihood. Moreover, the model outputs
N−dimensional evidence ei from which the belief bi and
dirichlet parameters αi are obtained. Limited by space,
we present descriptions of SL and the additional details
about the incorrect belief regularization, loss function, de-
sign choices, and hyperparameter settings in the Appendix.

4. Experiments
We first carry out experiments to show the accurate mul-

tidimensional belief quantification, which empirically vali-
dates our theoretical results. We then conduct intensive ex-
periments on real-world few-shot image classification tasks
to demonstrate the effectiveness of the Units-ML model on
(1) accurate uncertainty estimation for few-shot learning,
(2) fast convergence with limited label budget, and (3) com-
petitive meta-learning performance in terms of generaliza-
tion of the learned model and flexibility of adjusting predic-
tion results based on model confidence. To demonstrate the
general applicability of the proposed model, we extend the
MetaSGD models to make them uncertainty-aware and also



Figure 1. The left figure shows the idea of optimization-based meta-learning, the middle figure shows the idea of task selection (Units-ST),
and the right figure illustrates the idea of our proposed task selection method with multi-query tasks. The forward arrows indicate the task
adaptation (2), and the backward arrows represent the computations for global parameter update (4).

conduct additional experiments on any-shot classification
using mini-ImageNet/CifarFS and in multi-dataset setting
on Meta-Dataset [36] as proposed by Bayesian TAML [19].
Limited by space, we report these results along with a de-
tailed experiment setup in the Appendix.

Datasets. We evaluate our proposed method on three
real-world benchmark image datasets: Omniglot [18], mini-
ImageNet [37], and CifarFS [4]. Details of the datasets are
summarized in Table 2 of the Appendix.

4.1. Details of Comparison Baselines

Our comparison includes optimization-based meta-
learning models (MAML [6], MUMOMAML [38],
CAVIA [42], MetaSGD [20], Reptile [26], HSML [40] ) and
models with uncertainty quantification capabilities (PLATI-
PUS [7], VERSA [10], BMAML [41], LLAMA [12], and
ABML [28]).

A description of each comparison baseline is provided in
the Appendix. As some of these models do not release their
source codes, we refer to the existing literature to report
their performance. Thus, the results may not be available
for all three datasets for some models.

Experiment setup. We experiment with few-shot classifi-
cation problems, where we consider N -way K-shot tasks
with q instances/class in the query set. In such a setting,
tasks are created by randomly sampling N classes and then
sampling K + q instances from each class. The N × K
instances make the support set of the task, and there are
N × q instances in the query set. The models are trained
using Adam optimizer with the outer loop learning rate of
0.001 and evaluated on 600 validation set tasks. We train
the model for 100 epochs where each epoch consists of
500 meta-iterations, and average the final test set perfor-
mance across 3 independent runs. In each meta-iteration,
the model is trained with 8 tasks for Omniglot, 4 tasks
for CifarFS [4], 4 tasks for 5-way 1-shot mini-ImageNet,

and 2 tasks for 5-way 5-shot mini-ImageNet. We use the
same standard 4-module convolutional architecture similar
to ALFA [3], Antoniou et al. [2]. For limited labeling bud-
get experiments, we train the models for 50 epochs with
100 meta-iterations where each meta-iteration consists of 2
tasks/batch (total of 10,000 tasks) for all the models. In the
multi-query tasks, each task has 8 unlabeled query sets shar-
ing the same support set. Additional implementation details
are provided in the Appendix.

4.2. Multidimensional Belief Quantification
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Figure 2. Multidimensional belief trend for CifarFS dataset

We present the training and validation trends of the mul-
tidimensional belief for 5-way 5-shot CifarFS dataset in
Figure 2. There is low average vacuous belief and high
incorrect belief at the initial training phase. This is most
likely due to the model’s overfitting on the limited training
data, which could also indicate the importance of applying
the proposed multidimensional belief to quantify both KUN
and UUN under a limited labeling budget when overfitting
is more likely to occur. In the early phase, since the model
knows less, it also under-estimates the vacuous belief. In
the immediate next few epochs, the model starts to make an
accurate adjustment to its multidimensional beliefs as it is
exposed to more samples. This leads to an increase in the
correct belief and a decrease in all other beliefs as desired.



It should be noted that the conflicting belief closely trails
the incorrect belief in both the training and test tasks in all
training phases. Thus, the figures empirically validate our
theorem that the conflicting belief lower bounds twice the
incorrect belief.

4.3. Uncertainty Estimation Performance

We then carry out experiments to assess the effective-
ness of the proposed Units-ML model for uncertainty es-
timation in few-shot learning. For few-shot samples that
remain new to the meta-model after being adapted to the
samples in the support set, the model is expected to report
a high vacuity; otherwise, the predicted vacuity should be
low, reflecting high model confidence. Figure 3 shows the
predicted vacuity for a query set in a 5-way 1-shot Omniglot
test task. As the query set images are rotated (by angles
from 0◦ to 90◦ as indicated by R), the model starts to make
mistakes (indicated by red) and becomes more uncertain
in its predictions (as indicated by vacuity). Furthermore,
when tested using MNIST characters as out-of-distribution
(OOD) samples, the model accurately outputs a large vacu-
ity, which shows its potential for OOD detection in few-
shot learning. Figure 4 shows our model’s performance on
a 5-way 4-shot ImageNet test task with 3 in-distribution im-
ages, 2 open-set/OOD images (a cake image from a differ-
ent mini-ImageNet class, and a bird image from the CUB
dataset [39]) in the query set. For in-distribution samples,
the model prediction is correct, and the prediction confi-
dence (indicated by the vacuity and dissonance) is reason-
able. For the OOD/open-set images, the model outputs high
vacuity showing our model’s potential in OOD/open-set de-
tection. Furthermore, all the belief mass for OOD samples
contributes to the incorrect belief (i.e., there is no correct be-
lief for OOD samples). Our model outputs low dissonance
for confidently correct predictions and comparably higher
conflicting belief (the dissonance) for confusing samples, a
highly desirable characteristic of a model with accurate un-
certainty awareness. Additional illustrative examples and
comparisons demonstrating our model’s potential in open-
set/OOD detection, and the model training process is pro-
vided in the Appendix.

We further study the relationship between vacuity and
the prediction accuracy for query set predictions to access
the reliability of the uncertainty. Figure 5 visualizes how the
prediction accuracy varies with vacuity using 5-way 1-shot
and 5-way 5-shot tasks from CifarFS. For instance, in 5-
way 5-shot CifarFS, by setting the vacuity threshold to 0.2
(considering prediction accuracy for samples whose vacu-
ity is less than 0.2), the model’s prediction accuracy reaches
around 85%, which is around 10% better than making pre-
dictions without consulting vacuity. The results for other
datasets and settings are presented in the appendix that show
a similar trend. Such flexibility can effectively avoid mak-

Figure 3. Uncertainty prediction in a 5-w 1-s task

Figure 4. Uncertainty prediction in a 5-w 4-s mini-ImageNet test
task with ood/open-set instances in query set. vb, cb, and ib rep-
resent the vacuous belief, conflicting belief, and incorrect belief,
respectively for the prediction p.
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Figure 5. Prediction accuracy at different vacuity thresholds

ing less reliable predictions, a highly desirable property to
facilitate decision-making in critical domains.

4.4. Active Task Selection

Next, to demonstrate the label efficiency of our proposed
model, we experiment under a limited labeling budget sce-
nario. We consider that the model has access to the small la-
beled support set and the model needs to decide the tasks to
be labeled (limited labeled budget). We consider a labeling



budget of 10,000 tasks and compare our proposed belief-
oriented task selection with the uncertainty aware Versa
model that uses the model’s predicted uncertainty on the
query set for task selection and MAML model (which is not
uncertainty aware) that randomly selects the query set of the
task to be labeled. Our model uses a novel task uncertainty
score in (13) to select the tasks with the greatest task-level
uncertainty to be labeled. Figure 6 shows the results where
we outperform the baselines in the early phase of the meta-
learning process under limited task budget scenario. For in-
stance, in 20-way 5-shot omniglot experiments, our model
converges to more than 90% accuracy only after 1000 itera-
tions whereas the baseline models take significantly longer
to converge to similar levels. Additional results are pre-
sented in the Appendix.

(a) 5-w 5-s CifarFS (b) 20-w 5-s Omniglot

Figure 6. Meta Learning under limited labeling budget

4.5. Meta-Learning Performance Comparison
Meta-learning performance on the three datasets and

comparison with state-of-the-art competitive models are
presented in Table 1. For the comparison, we present
the Units-ML (the proposed task selection) and Units-NTS
(stands for No Task Selection). As can be seen, the model
with task selection achieves improvement over no task se-
lection in almost all experiments except 5-way 1-shot mini-
ImageNet experiments where the performance is close. We
also present Units-ML with different uncertainty thresholds
(e.g., Units-ML 0.2) to show the flexibility and effective-
ness of the predicted uncertainty. For example, Units-ML
0.2 considers the predictive performance using the samples
for which the model’s predicted uncertainty is less than 0.2.
When considering only the confident predictions by adjust-
ing the uncertainty threshold, our model achieves consid-
erably higher accuracy demonstrating the effectiveness of
uncertainty threshold.

5. Conclusion
In this paper, we propose an uncertainty-aware

optimization-based meta-learning model for few-shot learn-
ing. Building upon the theory of subjective logic, the pro-
posed Units-ML model successfully identifies the known
uncertainty using vacuity and dissonance and identifies un-
known uncertainty using (incorrect) belief mass, respec-
tively. We design a novel task uncertainty score to choose

Table 1. Meta-learning Performance Comparison

Omniglot 20-way 1-shot(%) 20-way 5-shot(%)
MAML 95.8±0.3 98.9±0.2
Reptile 89.43±0.14 97.12±0.32
VERSA 97.66±0.29 98.77±0.18
Units-NTS 91.96±0.48 97.38±0.07
Units-ML 93.17±0.25 97.72±0.18
Units-ML 0.2 96.83±0.48 99.04±0.13
Units-ML 0.1 98.85±0.83 99.42±0.25
mini-ImageNet 5-way 1-shot(%) 5-way 5-shot(%)
MAML 48.70±1.84 63.15±0.91
MetaSGD 50.47±1.87 64.03±0.94
MUMOMAML 49.86±1.85 -
HSML 50.38±1.85 -
CAVIA 51.82±0.65 65.85±0.55
LLAMA 49.40±1.83 -
PLATIPUS 50.13±1.86 -
BMAML 53.17±0.87 -
VERSA 53.40±1.82 67.37±0.86
ABML 45.0±0.6 -
Units-NTS 51.38±0.33 66.75±0.42
Units-ML 50.86±0.67 68.16±0.72
Units-ML 0.2 61.25±2.89 80.70±0.93
Units-ML 0.1 82.26±4.77 91.07±0.26
CifarFS 5-way 1-shot (%) 5-way 5-shot (%)

MAML 58.9±1.9 71.5±1.0
MetaSGD∗ 57.77±0.17 71.16±0.21
Reptile 55.86±1.00 71.08±0.74
VERSA∗ 60.6±0.68 74.69±0.29
Units-NTS 59.80±0.31 76.15±0.35
Units-ML 59.84±0.11 76.69±0.44
Units-ML 0.2 76.62±0.42 83.54±1.73
Units-ML 0.1 87.92±0.71 90.46±1.82

* Indicates results from local reproduction

the most informative tasks for meta-training. Our approach
achieves comparable performance to many state-of-the-art
optimization-based meta-learning methods. We further
show the potential of our model for out-of-distribution dis-
tribution detection and label efficient task selection. Also,
by adjusting the uncertainty threshold, Units-ML can pro-
vide a much more reliable prediction performance, which
is essential to support decision-making in critical domains.
As future work, we plan to extend our framework to metric-
based and other meta-learning approaches that train in an
episodic fashion.
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Appendix

Organization of the appendix. In this Appendix, we first prove the relationship between incorrect belief and conflicting
belief in Section A. After that, we provide additional details of related works and comparison baselines in Section B. We then
describe the training process with a complexity analysis in Section C. Finally, we provide additional results on label-efficient
meta-learning, illustrative examples on the predicted multidimensional belief, effectiveness of the multidimensional belief
showing its potential for detecting OOD and uncertain predictions, comparison with other competitive baselines on any-shot
and meta-dataset experiments, and ablation studies in Section D. Source code for our experiments is available at 1

A. Proof Theorem 1
Before presenting the main proof, we first review some important concepts and show some useful results that will be used

in the proof.

Definition 1. Consider we have a sample for which the model outputs N− dimensional belief vector b = (b1, b2, ...bN ). Let
Sb =

∑N
i=1 bi represent the total belief, bcor represent the correct belief, ib represent the incorrect belief, and cb represent

the conflicting belief/dissonance. The conflicting belief cb can be computed from the belief vector as

cb =

K∑
k=1

(
bk

∑
j 6=k bjBal(bj , bk)∑

j 6=k bj

)
, (16)

Bal(bj , bk) =

{
1− |bj−bk|bj+bk

, if bibj > 0

0, otherwise
(17)

where Bal(·, ·) is the relative mass balance function between two belief masses.

Proposition 1. Zero belief masses in the belief vector have no contribution to both the conflicting belief and the incorrect
belief. For any two non-zero belief masses bi and bj , the relative mass balance Bal(bi, bj) is given by

Bal(bi, bj) =
2×min(bi, bj)

bi + bj
(18)

Proposition 2. The conflicting belief (cb) is a permutation invariant function over the belief vector (b).

Lemma 2. The incorrect belief is an upper bound of N − 1 belief subsets of the N -dimensional belief vector i.e. ib ≥
Sb − bmax where bmax = max(b1, b2, ...bN )

Proof. We know, ib = Sb − bcor, and bmax = max(b1, b2, ...bN ) ≥ bcor. =⇒ ib ≥ Sb − bmax

Proof of Theorem 1.

Proof. Consider a sample in the task t. Due to Proposition 1, we can consider a belief vector with all non-zero beliefs for
the proof. Further, as a consequence of Proposition 2, without loss of generality, we can consider that the beliefs in the belief
vector are ordered in an descending order i.e. b = (b1, b2, ...bN ), bmax = b1 ≥ b2, .. ≥ bN Now, the conflicting belief can
be evaluated as

cb =

N∑
i=1

bi ×
(∑N

j 6=i bjBal(bi, bj)∑N
j 6=i bj

)
(19)

= b1

( 1∑
j 6=1 bj

)( 2b22
b1 + b2

+
2b23

b1 + b3
+ ...

2b2N
b1 + bN

)
+ b2

( 1∑
j 6=2 bj

)( b12b2
b1 + b2

+
2b23

b2 + b3
+ ...

2b2N
b2 + bN

)
+ ...

+ bN

( bN∑
j 6=N bj

)( b12bN
b1 + bN

+
b22bN
b2 +BN

+ ...
bN−12bN
bN−1 + bN

)
1Link: https://github.com/pandeydeep9/Units-ML-CVPR-22

https://github.com/pandeydeep9/Units-ML-CVPR-22


From the above expression, we can see that the numerator does not have a b21 term. Considering the terms in dissonance with
2b22 in numerator, we get

b22 terms = 2b22

( b1
b1 + b2

)( 1∑
j 6=1 bj

+
1∑
j 6=2 bj

)
= b2× 2b2

( b1
b1 + b2

)(b1 + b2 + 2×
∑
j 6=1,2 bj∑

j 6=1 bj
∑
j 6=2 bj

)
as 2b2 ≤ b1 + b2

b22 terms ≤ b2b1
( (2b2 + 2×

∑
j 6=1,2 bj)

b1 + b2 + 2×
∑
j 6=1,2 bj

)
×
(b1 + b2 + 2×

∑
j 6=1,2 bj∑

j 6=1 bj
∑
j 6=2 bj

)
≤ 2b2b1

1∑
j 6=2 bj

≤ 2b2

Now, considering the terms in dissonance with 2b2n, n ∈ [3, N ] in numerator, we get

b2n terms = 2b2n

(
b1

b1 + bn

( 1∑
j 6=1 bj

+
1∑
j 6=n bj

)
+ ...+

bn−1
bn−1 + bn

( 1∑
j 6=n−1 bj

+
1∑
j 6=n bj

))
as 2bn ≤ b1 + bn, ..., 2bn ≤ bn−1 + bn

b2n terms ≤ 2bn
b1∑
j 6=n bj

+ 2bn
b2∑
j 6=n bj

+ ...2bn
bn−1∑
j 6=n bj

≤ 2bn

We replace the bounds in the Equation (19) and use Lemma 2 to get

cb ≤ 2(b2 + b3 + ...bN ) = 2(Sb − bmax) ≤ 2ib (20)

which proves that for any sample, the incorrect belief is lower bounded by half the conflicting belief. Finally, task incorrect
beliefs and the task conflicting beliefs are average of the query instance incorrect beliefs and conflicting beliefs respectably.
The relationship in Eqn. (20) holds true for all query instances proving that the task incorrect belief is bounded by half of the
conflicting belief on the task.

B. Details of Related Work and Baselines

(a) A Confident Prediction (b) High vacuous belief (c) High conflicting belief (d) High Total Uncertainty

Figure 7. Subjective Logic Opinions: All 4 opinions correspond to a prediction of Class 1 with different uncertainty characteristics. Only
the first opinion has low total uncertainty and can be trusted.

Subjective Logic Basics Subjective Logic (SL) is an extension of probabilistic logic [13], which considers the uncertainty
in probability assignments along with the probabilities. Recently, using SL, deterministic deep learning (DL) models have
been trained to output accurate confidence in predictions along with the predictions for both classification [31] [32] and
regression [1] problems. For classification, the key idea is to train the DL models such that for any input, the model learns
to output non-negative evidence for different classes. Using this evidence, the belief for different classes and the model’s
confidence can be calculated as:

bk =
ek∑K

k=1 ek + 1
, v =

K∑K
k=1 ek + 1

, ek ≥ 0



where ek and bk represent the evidence and belief for the kth class and v represents the vacuity in the K−class classification
problem. The vacuous belief (vacuity) is mainly due to the lack of evidence, is greatest when the model outputs no evidence,
decreases as the model’s evidence increases, and usually indicates unseen/out-of-distribution instances. Complimentary to
the vacuous belief, conflicting belief (Eqn (6) i.e., the dissonance) [14] indicates that the model is confused about the class
assignment for the sample and is usually high for noisy/challenging data instances. Based on the conflicting and vacuous
beliefs, we can decide which prediction to trust more. Moreover, for predictions with high uncertainty, we can infer the
source of the uncertainty and take appropriate actions. Both vacuous belief and conflicting belief are instances of known
uncertainty. Finally, there is unknown uncertainty (i.e. the uncertainty that the model is not aware of) that can be estimated
from the incorrect beliefs. Unknown uncertainty is mainly due to highly confident incorrect predictions, can be quantified
after obtaining the label information, and can only be estimated during training. The evidential models should be trained to
minimize as much of the incorrect belief as possible.

We present an illustrative description of the subjective logic characteristics in Figure 7 for a 3 class classification (say
between apples, mangoes, and oranges). If novel image (say a boat image) is shown to the model, the evidential model can
express its lack of knowledge by outputting no evidence or equivalently high vacuity (Figure 7(b)). Similarly, for an image
that is confusing among multiple classes, the model can output high evidence for all the classes leading to high dissonance
(Figure 7(c)). Thus, accurately trained evidential models significantly boost the capabilities of deep learning models as they
can identify the source of uncertainty, output level of confidence in predictions, and detect the data noise. Refer to [13] for a
thorough study of SL and its characteristics.

Uncertainty-based Baselines. Meta-learning has recently been extended to the Bayesian setting [10, 12, 25]. Grant et
al. [12] developed LLAMA, a bayesian extension of MAML, which used Laplace approximation to learn a distribution
instead of the point estimate for task-specific parameters. LLAMA assumes the distribution for task-specific parameters to
be gaussian which requires approximating the high-dimensional covariance matrix and thus may not scale to large networks.
Finn et al., [7] presented Probabilistic MAML (PLATIPUS), which addresses the ambiguity of few-shot tasks by using
principles of variational inference. Probabilistic MAML relies on a complex training procedure to learn a distribution only
for the global parameters and resorts to point estimate for task-specific parameters. Gordan et al., presented VERSA, which
uses an amortization network to output a distribution over weights of the base network, learns a distribution over task-specific
parameters, and obtains the posterior predictive distribution [10]. Kim et al. presented Bayesian MAML, which employs
an ensemble of MAML’s to obtain uncertainty estimates [41]. Uncertainty awareness can be achieved by formulating meta-
learning as a problem of inference in a hierarchical bayesian model as in ABML [28]. ABML uses amortized hierarchical
variational inference for the task-specific distribution, learns a point-estimate for the prior distribution (global parameters),
and uses Bayes by Backprop to obtain the task-specific distribution. In addition to the above uncertainty-aware meta-learning
works, we consider the following baselines:

MAML [6] aims to learn the global parameters such that the model can adapt to new tasks using a few steps of gradient
descent. MetaSGD [20] is an improvement over MAML where both the learning rate and learning direction are learned
along with the good initialization. CAVIA [42] is another extension of MAML which addresses the meta-overfitting issue
of MAML by separating the model parameters and updating only the subset of the parameters at test time. Reptile [26] is
a first-order alternative to MAML trained for within task generalization. Finally, HSML [40] and MUMOMAML [38] are
extensions of MAML designed to handle heterogeneous task settings. Moreover, our approach can be applied to most of the
optimization-based approaches. We present an extension of our approach to MetaSGD in the additional experiments.

C. Training Process and Complexity Analysis

We aim to learn a good initialization such that for a new task, after learning from the support set, the meta-model can make
accurate predictions as well as output the confidence in the prediction. MAML uses softmax activation at the final layer and
cross-entropy loss that leads to the Maximum Likelihood Estimation of parameters. In Units-ML, for both local and global
updates, we assume that the label for each sample in an N-way K-shot classification problem is obtained from a generative
process with a Dirichlet prior: Dir(pi|αi) and a multinomial likelihood: Mult(yi|pi).

In particular, for input xi and yi as the one-hot representation of the ground truth class, we treat outputs of the neural
network as an evidence vector ei = (e1i , e

2
i , ...e

N
i )>. To ensure that the evidence is non-negative, we transform the final layer

output by the Softplus function ei = ln(1+ef(xi;θ)). Further, we remove softmax function from our model as it squashes the
model outputs in the range [0, 1] which is too restrictive for the model evidence. With this, the parameters for the Dirichlet
prior are calculated as αi = ei + 1, following Eqn. (8). Similar to [31], we maximize the marginal likelihood obtained from



the Dirichlet prior and the multinomial likelihood.

Lmar(xi,yi, θm) = − ln
(∫

Mult(yi|pi)Dir(pi|αi)dpi
)

= −
N∑
j=1

yji ln(
eji + 1∑N
j=1 e

j
i + 1

) (21)

Additionally, we want to train the model to output no incorrect belief that is achieved by using an incorrect belief regulariza-
tion (Eqn. (11))

Lib(xi,yi) = bi � (1− yi) (22)

With this, the overall loss for one sample is given by:

L(xi,yi, θm) = Lmar(xi,yi) + ηLib(xi,yi) (23)

Here, η is the regularization coefficient to balance between minimizing incorrect belief and minimizing the marginal likeli-
hood under the Dirichlet prior, and θm represents the neural network parameters used to output evidence.

In our meta-learning setup, we consider a batch of tasks at each meta-iteration where each task has a support set and query
set. We use the support set loss for local adaptation to task t in the inner loop using M steps of gradient descent as:

θt0 = θ [Make a copy of global parameters]

θt1 = θt0 − α∇θt0Lt
[
f(θt0, X

t
S), Y

t
S

]
...

(24)

θtM = θtM−1 − α∇θtM−1
Lt
[
f(θtM−1, X

t
S), Y

t
S

]
(25)

At each gradient descent step, we define the support set loss as the average loss of N ×K samples of the support set using
the model parameters at that step

Lt
[
f(θtm−1, X

t
S), Y

t
S

]
=

1

N ×K

N×K∑
i=1

L(xi,yi, θtm−1) (26)

We perform this local adaptation for each of the I tasks at each meta-iteration. Next, we use the loss of the adapted model
over query set samples to update the global parameters as

θ ←− θ − β
I∑
t=1

∇θLt
[
f(θtM , X

t
Q), Y

t
Q

]
(27)

The query set loss is defined as the average loss of Nq query set instances with adapted model parameter

Lt
[
f(θtM , X

t
Q), Y

t
Q

]
=

1

NQ

NQ∑
i=1

L(xi,yi, θtM ) (28)

Experiment and Dataset Details. We train the model using a batch of tasks at each iteration where the loss is given by
Eqn. (28). We consider three datasets: Omniglot, CifarFS and Mini-ImageNet whose details are given in Table 2. We set
η = min(8, 0.8 × E) for all Omniglot experiments, η = min(2, 0.2 × E) for CifarFS and 5-way 5-shot mini-ImageNet
experiments, and η = min(0.5, 0.05 × E) for 5-way 1-shot mini-ImageNet experiments where E is the epoch number. In
the query set, unless specified, we consider 1 instance/class for omniglot and 2 instances/class for all other experiments. We
consider a batch of 8 tasks at each iteration for Omniglot experiments, 4 tasks for CifarFS and 5-way 5-shot mini-ImageNet
experiments and 2 tasks for 5-way 1-shot mini-ImageNet experiments. We consider 500 iterations/task and start task selection
after 5 epochs. In active task selection, we consider a batch of 2 tasks at each iteration and increase E every 100 iterations,
start task selection after 100 iterations, and set η = min(2, 0.2 × E). Similar to Antoniou et al. [2] and ALFA [3], we learn
the batch normalization parameters per step, learn the inner loop learning rate per layer and per step, use an ensemble of top
3 validation set models, and average the results from 3 independently run models to get the final test set performance in Table
1. These implementation tricks lead to some improvements for the Units-NTS model, with task selection further improving
the generalization results. Furthermore, we start with balancing term λ value of λstart = 0.99 and dynamically adjust it as
λ = λstart − (λstart − λend)×min(1.0, E/50) as training progresses to reach λend = 0.5 at the end of training. For local
adaptation, we take 5 gradient descent steps in all Units experiments and 1 gradient descent step in all MetaSGD experiments.



Table 2. Dataset Properties

Characteristic Omniglot mini-ImageNet CifarFS

Image Size 28×28 84×84 32×32
Channels 1 3 3

Total Classes 1623 100 100
Tr/Val Split 1150/50 64/16 64/16

Images/Class 20 600 600
Augmentation Rotation No No

Algorithm and Complexity Analysis. We present the training process of Units-ML, the proposed task selection method
in Algorithm 1. In Units-ML, we consider I multi-query tasks (see Fig. 1) with a total of J query sets such that minimal
computation is required for determining the task uncertainty score. Our complexity analysis of MAML shows that the global
update involves calculating Hessian gradient products and is computationally expensive, especially when we take many inner
loop updates, or when the network has a large number of parameters. In particular, each additional inner loop update adds a
(I −Hk) term in the outer loop update. The Hessian calculation has an O(D2) complexity for a model with D parameters
(whereD is in the scale of thousands–millions in many typical deep neural networks). Even with the use of efficient Hessian-
vector multiplication techniques [27], the computational cost would increase by O(D) for one additional inner loop update.
Furthermore, the computation is carried out at each meta-iteration for each task. With task selection, we ensure that tasks
are informative for the global parameter update. For task selection, we only need predictions from the adapted model that
adds little additional cost as compared to training on a new task. Specifically, task selection is independent of the number of
inner-loop gradient descent steps in task adaptation and scales to any number of inner-loop updates without any additional
computation. Tasks are selected using the informativeness score of the query set which requires one additional forward pass
through the model. This introduces additional computation which scales linearly with the number of query sets considered
in task selection. For a baseline model with the computational cost of O(I ×M × (F + B)), the cost for the model with
task selection is O(I ×M × (F +B) + J × F ) where both models adapt for M steps in the inner loop using I tasks (Task
Selection model selects I query sets to be labeled from an unlabeled pool of J query sets), and the computational cost for
forward pass through the model F is lower than the computational cost of the backward pass B.

Require: π, J : Initial training and sampled tasks ;
Require: p(T ): distribution over tasks ;
randomly initialize θ ;
while not done do

if Meta-Iteration ≤ π then
Sample I tasks Ti ∼ p(T );

else
Sample I multi-query tasks with total of J unlabeled query sets Ti ∼ p(T );

end
for each support set (Xi

S , Y
i
S): do

Compute task-specific parameters θiM using M steps of gradient descent over the support set loss;
Use the adapted model to select query set for each support set (Xi

S , Y
i
S) using Eqn. (13);

Label the selected query sets
end
Update global parameter θ using query set loss of I selected query sets as
θ ←− θ − β

∑I
i=1∇θL

[
f(θiM , X

i
Q), Y

i
Q

]
;

end
Algorithm 1: Units-ML Task Selection for Efficient Meta-Training



D. Additional Experiments and Ablation Study

In this section, we first present additional results on label-efficient meta-learning. We then present illustrative examples
of multidimensional belief quantification that demonstrate the usefulness of our model. Afterwards, we present our model’s
performance on any-shot datasets and a subset of Meta-Dataset. Finally, we present an ablation study to study the impact of
incorrect belief regularization.

D.1. More Results on Label-Efficient Mata-Learning

To demonstrate the effectiveness of using multidimensional belief-based uncertainty measure for task selection, we con-
sider a limited label meta-learning setting. We evaluate the models on a limited labeled budget scenario with a total of 10,000
tasks (each task has 1 instance/class in the query set for omniglot and 2 instances/class for all other datasets). We formulate
the task as a multi-query task (with 8 query sets in each task). The baseline MAML model randomly selects the query set
to be labeled. VERSA, an uncertainty-aware meta-learning model requests labels for the most informative query set based
on the estimated query set uncertainty. Moreover, we extend MetaSGD to be evidential and uncertainty-aware using our
proposed approach described in Section C (referred to as UA-MetaSGD). Both Units and UA-MetaSGD determine the task
to be labeled based on the query set informativeness using Equation (13). All models are trained with a batch size of 2 for
a total of 5000 iterations. Tables 3 and 4 show the results of the limited labeling budget experiments where the models with
task selection show a clear advantage over the models without task selection especially when learning from a limited number
of tasks.

Table 3. Meta-learning Performance Comparison under Limited Labeling budget Scenario - Omniglot

Omniglot 5w 1s 4000 Tasks 8000 Tasks 10,000 Tasks
MAML 73.44 80.18 85.56
Versa NTS 74.30 85.70 88.00
Versa TS 73.97 85.80 88.23
UA-MetaSGD NTS 85.06 88.64 89.76
UA-MetaSGD TS 87.08 90.50 91.62
Units-NTS 92.38 96.13 96.98
Units-ML 95.00 97.90 98.23
Omniglot 5w 5s 4000 Tasks 8000 Tasks 10,000 Tasks
MAML 92.00 96.26 96.38
Versa NTS 83.97 91.93 94.03
Versa TS 84.97 93.30 93.60
UA-MetaSGD NTS 93.28 94.96 95.38
UA-MetaSGD TS 94.32 97.00 97.48
Units-NTS 98.13 98.43 98.46
Units-ML 98.86 99.23 99.16
Omni 20w 1s 4000 Tasks 8000 Tasks 10,000 Tasks
MAML 65.24 72.41 73.91
Versa NTS 70.24 78.33 80.52
Versa TS 72.15 79.93 81.85
UA-MetaSGD NTS 61.94 71.34 71.44
UA-MetaSGD TS 62.38 71.07 72.51
Units-NTS 73.35 75.88 83.56
Units-ML 79.17 78.60 83.45
Omni 20w 5s 4000 Tasks 8000 Tasks 10,000 Tasks
MAML 86.62 89.75 88.26
Versa NTS 85.05 89.65 90.67
Versa TS 84.55 89.19 90.60
UA-MetaSGD NTS 73.65 78.82 79.94
UA-MetaSGD TS 75.09 79.52 81.74
Units-NTS 91.32 94.05 95.66
Units-ML 93.20 94.16 96.61



Table 4. Meta-learning Performance Comparison under Limited Label Budget - CifarFS and mini-ImageNet

CifarFS 5w 5s 4000 Tasks 8000 Tasks 10,000 Tasks
MAML 29.72 30.14 29.95
Versa NTS 32.60 40.11 42.91
Versa TS 33.38 42.06 43.75
UA MetaSGD NTS 52.18 54.38 58.30
UA MetaSGD TS 52.93 55.98 58.30
Units-NTS 53.87 58.37 61.30
Units-ML 55.88 60.53 61.39
mini-ImageNet 5w 5s 4000 Tasks 8000 Tasks 10,000 Tasks
MAML 27.23 33.36 35.74
Versa NTS 39.45 45.16 45.48
Versa TS 37.86 45.48 46.21
MetaSGD NTS 44.88 48.95 51.69
MetaSGD TS 45.51 50.35 51.54
Units-NTS 43.21 48.32 49.54
Units-ML 47.33 48.34 54.23

D.2. Illustrative Examples of Predicted Multidimensional Belief

Mulit-Query Tasks. We present some qualitative results with a 5-way 2-shot mini-ImageNet Multi-Query tasks in Figure 8
to demonstrate the multidimensional belief characteristics for meta-learning. We assume that we have a limited labeling
budget and can label only one of the two query sets. After learning on the support set, for query set 1 (Q1), the model can
confidently predict the class labels with low overall task level uncertainties (both vacuous belief vb and conflicting belief cb).
Q1 may not contribute much to the learning of the global parameters as the query set contains little new knowledge (indicated
by low vacuous belief) and the model’s class discriminating capabilities seem to be accurate (as indicated by low conflicting
belief). If we consider query set 2 (Q2), then the model is highly uncertain about the predictions, with comparatively higher
conflict in beliefs and a higher lack of confidence. Labeling Q2 to train the meta-learning model is likely to lead the meta-
learning model to better generalization and label-efficient meta-learning.

Figure 8. Multi-Query Task for Active Task Selection.

Uncertainty Prediction. We present some additional illustrative examples demonstrating our model’s uncertainty predic-
tion capabilities. We trained our model on 5-way 5-shot mini-ImageNet task and observed the model’s behavior on 5-way
tasks. Figure 9 shows the model’s performance on a 5-way 1-shot task. Since each class in the support set has just 1 im-
age/class, there might not be enough evidence in the support set to correctly predict all query set instances. This is reflected
by the large model vacuity and dissonance for the query set instances. Further, due to limited evidence in the support set,
the predictions for some query instances are wrong. For example, the wolf image in the query set is predicted as a lion. It
may be because of the greater match of the orientation of the two animals. As we add instances in the support set that are
helpful for the model to correctly classify the query set (see Figures 10, 11), the model starts to become be both confident in
its prediction as well as correct its prediction indicated by a decrease in the query instance vacuity and dissonance. Further,
the vacuity can be useful to detect open-set/OOD instances as shown in Figure 12.



Figure 9. Uncertainty prediction in a 5-w 1-s task.

Figure 10. Uncertainty prediction in a 5-w 2-s task.

Figure 11. Uncertainty prediction in a 5-w 4-s task.

D.3. Effectiveness of Predicted Multidimensional Belief

Potential for OOD detection We perform experiments over 5-way 1-shot tasks on Omniglot to further demonstrate Units-
ML’s potential for Out-of-Distribution (OOD) detection. We train the model on a clean Omniglot dataset for 100 epochs
and evaluate the model on 600 test tasks with query set samples rotated by various angles. Table 5 shows the model’s
performance on the query set after training for 100 epochs. Figure 13a shows the model’s accuracy versus the predicted
vacuity for different rotations of query set images. The accuracy drops with larger rotations on query images. Interestingly,
vacuity increases proportionally which can be interpreted as: The model is aware of the shift in the distribution of the query
set samples. We observe similar behavior with the scaling of the query set instances as shown in Figure 13b. Furthermore, in
Figure 13a, due to the special nature of the Omniglot images (i.e., characters), some of the images (e.g., I,H,O,N,S,X,Z) are
less sensitive to a 180◦ rotation. The model accurately recognizes this and reports a low vacuity around that angle.



Figure 12. Uncertainty prediction in a 5-w 5-s mini-ImageNet test task with instances OOD instances in the query set.

0 100 200 300
Rotation Angle

0.2

0.4

0.6

Va
cu

ity

0.4

0.6

0.8

1.0

Ac
cu

ra
cy

(a) Rotated query set

1 2 3
Scaling Factor

0.0

0.2

0.4

0.6

0.8

Va
cu

ity

0.4

0.6

0.8

1.0

Ac
cu

ra
cy

(b) Scaled query set

Figure 13. Vacuity and accuracy trends in OOD detection

Omniglot 5-way 1-shot(%) 5-way 5-shot(%)
MAML 98.7±0.4 99.1±0.1
Reptile 97.68±0.04 99.48±0.06
VERSA 99.70±0.20 99.75±0.13

Units-NTS 99.20±0.21 99.66±0.08
Units-ML 99.59±0.06 99.83±0.01

Table 5. Meta Learning Performance Comparison

Dataset wide statistics for OOD. We conduct additional experiments with 5-way 5-shot CifarFS-Aircraft and mini-
ImageNet-CUB settings, where we consider the averaged performance across 600 test tasks. After training models on clean
tasks from CifarFS and mini-ImageNet datasets, we compare the model’s performance on the OOD query set constructed
from Aircraft/CUB datasets with the In-distribution (InD) query set instances from CifarFS/mini-ImageNet, respectively.
Specifically, during the test phase, we consider the support set from CifarFS/mini-ImageNet datasets and evaluate on the InD
and OOD query sets. On average, the vacuity of InD query set is considerably lower than the vacuity of the OOD query set,
which further justifies the potential of our model for OOD detection.

Dataset Accuracy InD Vacuity OOD Vacuity
CifarFS 76.69% 0.18 0.45

mini-ImageNet 68.16% 0.29 0.48

Comparison with VERSA We also compare our Units-ML model with VERSA, another uncertainty aware model at
different uncertainty thresholds for CifarFS dataset. We consider 5-way 5-shot CifarFS tasks where we use the output
uncertainty from the two models to obtain top T% confident predictions over the query set of 600 test tasks and compare
the performance. We use the variance of the predictions in VERSA to estimate the uncertainty. Units-ML achieves a higher
prediction accuracy in all cases, which suggests that Unit-ML’s predicted evidence-based uncertainty is more trustworthy. The
VERSA model requires computationally expensive sampling to quantify uncertainty for each query set prediction. Moreover,
using ideas from our work, the VERSA model can also be extended to be an computationally efficient evidential meta-learning
model. We leave this extension as a future work.

Model T=100% T=70% T=60% T=50%
VERSA 74.69 78.33 81.41 84.33

Units-ML 76.50 83.26 86.36 87.23



D.4. Any-Shot and Multi-Dataset Experiments

We also evaluated our Units model with any-shot classification tasks and multi-dataset settings using task/experiment
setup as described in Lee et al. [19]. In any-shot experiments, we trained and evaluated on 5-way any-shot tasks with 15
instances/class in the query set having both class and task imbalance. A mini-ImageNet trained model was meta-tested on
mini-ImageNet and CUB whereas a CIFARFS trained model was meta-tested on CIFARFS and SVHN test tasks. In multi-
dataset experiments, the model was meta-trained using uniformly sampled 10-way any-shot tasks from Aircraft, QuickDraw,
and VGG-Flower datasets and evaluated on Fashion-MNIST and Traffic Signs along with Aircraft, QuickDraw, and VGG-
Flower datasets (tasks from Fashion-MNIST and Traffic Signs are not available to the model during meta-training phase).
The results of the any-shot and multi-dataset experiments are presented in Table 6 and Table 7. For any-shot experiments,
our model easily outperforms all the baselines except for Bayesian TAML [19]. In multi-dataset settings, the results are
slightly different where our model outperforms all the baselines in three of the datasets: QuickDraw, Fashion-MNIST, and
VGG-Flower. In the remaining two datasets, our model has comparable performance to other baselines and a slightly lower
performance compared to Bayesian TAML. It is worth noting that Bayesian TAML is specifically designed to handle any-shot
tasks with class and task imbalance but this is not the design goal of our model. Furthermore, as shown by Units-NTS 0.2/0.1
and Figure 14, if we consider the uncertainty threshold, our model can outperform all the baselines in all the settings.

Table 6. Any-Shot Setting Comparison

Meta-Training mini-ImageNet CifarFS
Meta-Testing mini-ImageNet CUB CifarFS SVHN
MAML 66.64 65.77 71.55 45.17
Meta-SGD 69.95 65.94 72.71 46.45
fo-Proto-MAML 68.96 61.77 71.80 40.16
Bayesian TAML 71.46 71.71 75.15 51.87
Units-NTS 71.70 67.95 76.76 52.11
Units-NTS 0.2 83.27 80.01 84.60 70.63
Units-NTS 0.1 92.18 88.82 92.00 81.47

Table 7. Multi-Dataset Setting Comparison

Meta-Training Aircraft, QuickDraw, and VGG-Flower
Meta-Testing Aircraft QuickDraw VGG-FLower Traffic Signs Fashion-MNIST
MAML 48.60 69.02 60.38 51.96 63.10
Meta-SGD 49.71 70.26 59.41 52.07 62.71
fo-Proto-MAML 51.15 69.84 65.24 53.93 63.72
Bayesian TAML 54.43 72.03 67.72 64.81 68.94
Units-NTS 46.88 73.82 70.52 53.90 69.09
Units-NTS 0.2 54.64 82.00 76.84 61.74 74.49
Units-NTS 0.1 63.43 90.06 82.78 70.60 81.49
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Figure 14. Impact of Vacuity Threshold for Different Datasets in Meta-Dataset



D.5. Effect of Incorrect Belief Regularization

We add a belief regularization term (Eqn. (23)) to encourage our model to output low (ideally no) belief for classes
other than the ground truth and ensure low incorrect belief. The effect of the regularization term is controlled by η =
min(p, p ∗ E/10) (Eqn. (23)) where we p is a hyperparameter. Here, we study the impact of this hyperparameter on our
model’s accuracy, vacuous belief, and incorrect belief. Figure 15 shows the impact of regularization on training accuracy,
validation accuracy, vacuity, and incorrect belief for a 5-way 1-shot CifarFS experiment. If there is low/no regularization,
then the model outputs high confidence even for wrong predictions as indicated by large incorrect beliefs. When the incorrect
belief regularization dominates the loss, the model outputs high vacuity for all tasks and the model fails to train properly. The
model shows the best performance when there is a good balance in penalizing incorrect belief (through belief regularization)
and encouraging large correct belief (through the loss term).
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Figure 15. Impact of regularization on (a) Training Accuracy, (b) Validation Accuracy, (c) Training Vacuity, and (d)Training Incorrect
Belief for 5-way 1-shot CifarFS experiment
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Figure 16. Impact of λ

Sensitivity to λ. The model should focus on acquiring new knowledge (most vacuous
tasks) at the initial phase, and as training progresses, transition to correct its acquired
but incorrect knowledge. Thus, we set λ heuristically to take a relatively large value and
gradually decrease as training progresses. Specifically, in all Units-ML experiments, we
start with balancing term λ value of λstart = 0.99 and dynamically adjust it as λ =
λstart− (λstart−λend)×min(1.0, E/50) as training progresses to reach λend = 0.5 at
the end of training. Since the vacuous belief (vbt) also decreases as the model explores
the task space, the performance is quite robust as shown in Figure 16, where we tested
different λ values on 5-way 1-shot tasks using the Omniglot dataset.
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