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Abstract

The black-box adversarial attack has attracted impres-
sive attention for its practical use in the field of deep learn-
ing security. Meanwhile, it is very challenging as there is
no access to the network architecture or internal weights
of the target model. Based on the hypothesis that if an ex-
ample remains adversarial for multiple models, then it is
more likely to transfer the attack capability to other mod-
els, the ensemble-based adversarial attack methods are effi-
cient and widely used for black-box attacks. However, ways
of ensemble attack are rather less investigated, and exist-
ing ensemble attacks simply fuse the outputs of all the mod-
els evenly. In this work, we treat the iterative ensemble at-
tack as a stochastic gradient descent optimization process,
in which the variance of the gradients on different models
may lead to poor local optima. To this end, we propose a
novel attack method called the stochastic variance reduced
ensemble (SVRE) attack, which could reduce the gradient
variance of the ensemble models and take full advantage of
the ensemble attack. Empirical results on the standard Ima-
geNet dataset demonstrate that the proposed method could
boost the adversarial transferability and outperforms ex-
isting ensemble attacks significantly. Code is available at
https://github.com/JHL-HUST/SVRE.

1. Introduction

Deep neural networks (DNNs) have shown impressive
performance on various computer vision tasks. However,
recent researches have shown that DNNs are strikingly vul-
nerable to adversarial examples crafted by adding human-
imperceptible perturbations [7,23,28]. Moreover, adversar-
ial examples are known to be transferable that the exam-
ples crafted for one model can also mislead other black-box
models [17,20,22]. Generating adversarial examples, i.e.,

*The first two authors contribute equally.
Corresponding author.

adversarial attack, has drawn enormous attention since it
can help evaluate the robustness of different models [2,29]
and improve their robustness by adversarial training [7, 19].

Various adversarial attack methods have been pro-
posed, including the optimization-based methods such as
box-constrained L-BFGS [28] and Carlini & Wagner’s
method [2], the gradient-based methods such as Fast Gradi-
ent Sign Method [7] and its iterative variants [ 13, 19], etc. In
general, these adversarial attack methods can achieve high
attack success rates in the white-box setting [2], where the
attacker can access the complete information of the target
model, including the model architecture and gradient infor-
mation. However, these methods often exhibit low attack
success rates in the black-box setting [3], where the attacker
can not access the information of the target model. In this
case, the attacker either utilizes the transferability of adver-
sarial examples to fool the black-box model, or attacks di-
rectly based on a small amount of queries on the output of
the black-box model.

In recent years, a number of methods have been proposed
to enhance the transferability of adversarial examples so as
to improve the attack success rates in the black-box setting,
including the gradient optimization attacks [3, 16, 31], in-
put transformation attacks [4, 16, 35], and model ensemble
attacks [3, 17]. Among these methods, the model ensemble
attacks are efficient and have been broadly adopted in boost-
ing the black-box attack performance [5, 16,35]. However,
as compared to the other two categories that have been ex-
plored in depth, the category of model ensemble attack is
rather less investigated.

In this work, we observe that the existing model ensem-
ble attack methods simply fuse the outputs of all models
directly but ignore the variance of the gradients on differ-
ent models, which may limit the potential capability of the
model ensemble attacks. Due to the inherent difference of
the model architectures, the optimization paths of the mod-
els may differ widely, indicating that there exists consid-
erable difference on the variance of the gradient directions
among the possible models. Such variance may cause the
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optimization direction of the ensemble attack to be less ac-
curate. As a result, the attack capability of the transferred
adversarial examples is rather limited.

To address this issue, we propose a novel method called
the stochastic variance reduced ensemble (SVRE) attack to
enhance the adversarial transferability of ensemble attacks.
Our method is inspired by the stochastic variance reduced
gradient (SVRG) method [12] designed for stochastic opti-
mization, which has an outer loop that maintains an average
gradient on a batch of data and an inner loop that randomly
draws an instance from the batch and calculates an unbi-
ased estimate of gradient based on the variance reduction.
In our method, we regard the ensemble models as the batch
of data for the outer loop and randomly draw a model at
each iteration of the inner loop. Taking the benign image
as the initial adversarial example, the outer loop calculates
the average gradient on the batch of models, and copies the
current example to the inner loop, then the inner loop con-
ducts multiple iterations of inner adversarial example up-
dates. At each inner iteration, SVRE calculates the current
gradient on a randomly picked model, tuned by the gradi-
ent bias of the outer adversarial example on this randomly
picked model and on the ensemble model. At the end of the
inner loop, the outer adversarial example is updated using
the tuned gradient of the newest inner adversarial example.

In this way, SVRE can obtain a more accurate gradi-
ent update at the outer loop to escape from poor local op-
tima such that the crafted adversarial example would not
“overfit” the ensemble model. Hence, the crafted adver-
sarial example is expected to have higher transferability to
other unknown models. To our knowledge, this is the first
work to investigate the limitation of existing ensemble at-
tack through the lens of gradient variance on multiple mod-
els. Extensive experiments on the ImageNet dataset demon-
strate that SVRE consistently outperforms the vanilla en-
semble model attack in the black-box setting.

2. Related Works

Let z and y be a benign image and the corresponding
true label, respectively. Let J(x,y) be the loss function of
the classifier and B.(z) = {2’ : ||z — 2'||, < €} be the
L,-norm ball centered at = with radius €. The goal of non-
targeted adversarial attacks is to search for an adversarial
example 7%% € B,(z) that maximizes the loss J (%% y).
To align with previous works, we focus on L ,-norm non-
targeted adversarial attacks.

2.1. Adversarial Attacks

Existing adversarial attack methods can be categorized

into three groups, namely gradient optimization attacks [3,

,13,16,31], input transformation attacks [3,16,32,35], and
model ensemble attacks [3, 17].

Gradient optimization attacks. The most typical ad-
versarial attack based on gradient is the Fast Gradient Sign
Method (FGSM) [7], which uses the gradient direction of
the loss function with respect to the input image to generate
a fixed amount of perturbation. Kurakin et al. [13] propose
the Basic Iterative Method (BIM) to run multiple iterations
of FGSM with a small perturbation. Madry et al. [19] pro-
pose a noisy version of BIM, named the Projected Gradient
Descent (PGD). Although PGD exhibits good attack per-
formance in the white-box setting [1], it overfits the target
model easily and yields weak transferability in the black-
box setting. In order to improve the transferability of ad-
versarial attacks, Dong et al. [3] propose to boost the ad-
versarial attack with momentum. More recently, Lin et al.
[16] introduce Nesterov accelerated gradient method into
the gradient-based attack to look ahead effectively to avoid
overfitting. Wang et al. [31] reduce the variance of the gra-
dient at each iteration to stabilize the update direction.

Input transformation attacks. Another line of attacks
focuses on adopting various input transformations to further
improve the transferability of adversarial examples. Xie
et al. [35] propose the Diverse Input Method (DIM) [35],
which utilizes random resizing and padding to create di-
verse input patterns to generate adversarial examples. Dong
et al. [4] propose the Translation-Invariant Method (TIM),
which optimizes the perturbation over a set of translated im-
ages. Lin et al. [16] discover the scale-invariant property
of deep learning models and propose the Scale-Invariant
Method (SIM), which optimizes the adversarial perturba-
tions over the scale copies of the input images. Wang et
al. [32] propose the Admix, that calculates the gradient on
the input image admixed with a small portion of each add-in
image to craft more transferable adversaries.

Model ensemble attacks. Liu et al. [17] find that attack-
ing multiple models simultaneously can also improve the
attack transferability. They fuse the predictions of multiple
models to get the loss of ensemble predictions and adopt
existing adversarial attacks (e.g. FGSM and PGD) to gen-
erate adversarial examples using the loss. Dong ef al. [3]
propose two variants of the model ensemble attack, namely
fusing the logits and fusing the losses, respectively. Com-
pared with various explorations on gradient optimization or
input transformation, the model ensemble attacks are far
less investigated, and existing methods only simply fuse the
output predictions, logits, or losses.

2.2. Adversarial Defenses

As the counterpart of adversarial attacks, various defense
methods have also been proposed, including adversarial
training based defenses [6,19,24,25,28,30,34,37] and input
transformation based defenses [8, 10, 11,15,18,21,33,36].

Adversarial training based defenses. Adversarial
training is considered one of the most efficacious defense



approaches which augments the training data by generating
adversarial examples during the training process. Tramer et
al. [30] propose ensemble adversarial training, which aug-
ments the training data with perturbations transferred from
other models. Madry et al. [19] propose PGD-Adversarial
Training (PGD-AT), which augments the training data with
adversarial examples crafted by PGD attack. Xie et al. [34]
develop new network architectures that increase adversar-
ial robustness by performing feature denoising.Adversarial
training, while promising, is computationally expensive and
hard to scale to large-scale datasets [14].

Input transformation based defenses. This line of de-
fenses aims to diminish the adversarial perturbations from
the input data. Guo et al. [8] and Xie et al. [33] conduct
transformations on images to remove the adversarial per-
turbations. Liao er al. [15] use high-level representation
guided denoiser (HGD) to purify the adversarial images.
Xu et al. [36] propose two feature squeezing methods, i.e.
bit reduction (Bit-R) and spatial smoothing to detect adver-
sarial examples. Liu et al. [18] propose the feature distilla-
tion (FD), which adopts a JPEG-based defensive compres-
sion framework to diminish the adversarial perturbations.
Jia et al. [11] utilizes an end-to-end image compression
model named ComDefend to defend against adversarial ex-
amples. Jia ef al. [10] leverage the randomized smoothing
(RS) to train a certifiably robust ImageNet classifier. Naseer
et al. [21] develop a neural representation purifier (NRP)
model, which learns to purify the adversarially perturbed
images through automatically derived supervision.

3. Methodology

We focus on addressing the adversarial transferability
through the lens of reducing the gradient variance of the
ensemble models used for crafting the adversarial exam-
ple. Since our method is based on the model ensemble at-
tack, we first introduce the existing ensemble attack meth-
ods, then present our motivation and elaborate the proposed
SVRE in detail.

3.1. Ensemble Attack Methods

The ensemble attack [3, 17] is an effective strategy to
enhance the adversarial transferability. Its basic idea is to
generate the adversarial examples using multiple models.

Ensemble on predictions. Liu et al. [17] first propose
to achieve an ensemble attack by averaging the predictions
(predicted probability) of the models. For an ensemble of
K models, the loss function of the ensemble model is:

J(z,y) = —1, - log(Xr—, wipr()), (1)

where 1, is the one-hot encoding of the ground-truth label
y of x, py is the prediction of the k-th model, and wy, > 0
is the ensemble weight constrained by Z,{,{:l wg = 1.
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Figure 1. The cosine similarity between the gradients (processed
by sign function) of a sampled image on different models.

Ensemble on logits. Dong et al. [3] propose to fuse the
logits (output before softmax) of models. For the ensemble
of K models, the loss function ensembled on logits is:

J(@,y) = —1,, - log(softmax(Yr_, wili(x))), (2)

where [}, is the logits of the k-th model.

Ensemble on losses. Dong et al. [3] also introduce an
alternative ensemble attack by averaging the loss of K mod-
els as follows:

J(@,y) = S we (2, y), 3)

where J}, is the loss of the k-th model.
For the weight parameters, the three methods simply
choose the average weight in experiments, i.e. wy, = 1/K.

3.2. Rethinking the Ensemble Attack

The ensemble attack method has been broadly adopted
in enhancing the performance of black-box attacks [3,5, 16,

,31,35]. However, to our knowledge, researchers only
utilize the existing ensemble attack strategy as a plug-and-
play module to enhance their own attack methods, but did
not delve into the ensemble attack method itself.

Intuitively, existing ensemble attack methods [3, 1 7] are
helpful in improving the adversarial transferability because
attacking an ensemble model can help to find better local
maxima and makes it easier to generalize to other black-box
models. However, merely averaging the outputs (logits, pre-
dictions or loss) of the models to build an ensemble model
for the adversarial attack may limit the attack performance,
as the individual optimization path of different model may
vary diversely, but the variance is not considered, leading to
an overfit to the ensemble model.

As demonstrated in Figure 1, the cosine similarity be-
tween the update direction of a sampled image on different
models is extremely low, indicating there exists a consider-
able gap in the optimization direction among these models
(See model details in Section 4.1). We argue that simply



fusing the predictions/logits/losses of the models but ignor-
ing the variance of the gradients on different models would
lead to a suboptimal result, and limit the performance of
ensemble attacks.

3.3. Stochastic Variance Reduced Ensemble Attack

In previous works, Lin et al. and Wang et al. [16,31]
analogize the process of the adversarial example genera-
tion to the process of neural network training, of which the
white-box model is analogized to the training data and the
black-box model is analogized to the test data. Hence, the
iterative optimization on crafting the adversarial example
using the input image can be regarded as the parameter up-
date of neural networks, and the transferability of the adver-
sarial example is analogized to the generalization of models.

In this work, we treat the iterative ensemble attack as a
stochastic gradient descent optimization process, in which
at each iteration, the attacker always chooses the batch of
the ensemble models for update. During the course of the
adversarial example generation, the gradient variance on
different models may lead to poor local optima. Hence, we
aim to reduce the gradient variance so as to stabilize the
gradient update direction, making the induced gradient be
generalized better to other possible models.

Inspired by the stochastic variance reduced gradient
(SVRG) method [12] designed for stochastic optimization,
we propose a stochastic variance reduced ensemble attack
method to address the gradient variance of the models so
as to take full advantage of the ensemble attack. The basic
idea of SVRG is to reduce the inherent variance of Stochas-
tic Gradient Descent (SGD) using predictive variance re-
duction, while we aim to reduce the inherent gradient vari-
ance of multiple models. The integration of SVRE with
MI-FGSM [3], SVRE-MI-FGSM, is summarized in Algo-
rithm 1.

Denote the traditional model ensemble attack method as
Ens. The main difference of our method to Ens is that SVRE
has an inner update loop, where SVRE obtains a variance
reduced stochastic gradient by M updates. Specifically, we
first obtain the gradient of the multiple models, g™, by
one pass over the models and maintain this value during M
inner iterations. Then, we randomly pick a model from the
ensemble models, obtain the stochastic inner gradient after
variance reduction g,,,, and update the inner adversarial ex-
ample using the accumulate gradients of g,,,. In the end, we
update the outer gradient using the accumulate gradient of
the last inner loop. As g,, is the unbiased estimate of the
gradient of g&7, (Vo Ji (%, y) — g¢™*) helps to reduce
the gradient on different models.

In a nutshell, the existing Ens method directly uses the
average gradient of the ensemble models g°™* to update the
adversarial example, while SVRE uses the stochastic vari-
ance reduced gradient g to update the adversarial example.

Algorithm 1 The SVRE-MI-FGSM attack algorithm

Input: A benign example x and its label y, a set of
K surrogate models and the corresponding losses
{J1,...,Jk}, an ensemble loss J chosen from
{Eq.(1), Eq.(2), Eq.(3)}

Input: The perturbation bound e, number of iterations 7',
internal update frequency M, internal step size 3, decay
factor 1, internal decay factor po

Output: An adversarial example 224" that fulfills ||224* —

Tloo <€
La=¢/T;Gy=0;
2: Initialize z¢% = x;
3: fort =0toT — 1do
4:
5: Get the loss of the ensemble model J (2%, y);
6:  Calculate the gradient of the ensemble model g;™*:

6" = % Vad (@)

g Initialize &g = £%9;Gy = 0
9: form=0toM —1do
10: Randomly pick a model index k € {1,..., K}

11: Get the corresponding loss Jy, € {J1,...,Jk}
12: Gm = Vadi(&m,y) — (vw']k(w?dvay) -g:")
13:

14: ém+1 = M2 ém, + gm

15:

16: Update &,,,41 = Clip-{Z,m + 5 - sign(Gpy1)}
17:  end for

18: I

19: Gt+1 = U1 - Gt + GM

20:

21 & = Clipi{z¢® + a - sign(Gy11)}

22: end for

23: return % = g4dv

Theoretically, SVRE can be easily integrated with other it-
erative gradient-based attack methods. E.g. [-FGSM [7],
MI [3], DI [4], TI [4], SI [16] can be integrated with SVRE
using the same technique in inner loop and outer loop. But
in SVRE-I-FGSM, we accumulate gradients in inner loop
to have a better transferbility.

Compared with existing optimization-based methods of
enhancing the attack transferability, our method is from a
different perspective. Existing works mainly focus on the
optimization along the iterative process. For instance, MI-
FGSM [3] and NI-FGSM [16] aim to accelerate the con-
vergence, while VT [31] aims to tune the current gradient
using the variance of the gradient at the previous iteration
for a single model. In contrast, our method seeks to reduce
the variance of the gradient caused by various models in the
ensemble attack.



4. Experiments

This section first introduces the experimental setup, then
reports the attack success rate on normally trained models
and defense models, showing that SVRE outperforms Ens
significantly for black-box attacks. We further demonstrate
that SVRE increases the average loss on black-box models
by a large margin. In the end, we perform ablation studies to
manifest the effectiveness of the key parameters in SVRE.

4.1. Experimental Setup

Dataset. We conduct experiments on an ImageNet-
compatible dataset' which is comprised of 1,000 images
and is widely used in recent FGSM-based attacks [4,5].

Networks. We consider four normally trained net-
works, i.e., Inception-v3 (Inc-v3) [27], Inception-v4 (Inc-
v4), Resnet-v2-152 (Res-152) [26], and Inception-Resnet-
v2 (IncRes-v2) [9]. For adversarially trained models, we
consider Inc-v34,63, Inc-v3ene4 and IncRes-v2.,¢ [30]. Be-
sides, we consider nine defense models which are shown
to be robust against black-box attacks, including the top-
3 defense methods in the NIPS competition: HGD [15],
R&P [33], NIPS-r3 ? and six recently proposed defense
methods: Bit-R [36], JPEG [8], FD [18], ComDefend [11],
RS [10] and NRP [21].

Baselines. We compare the proposed SVRE with Ens
based on the advanced gradient-based attacks, including I-
FGSM [7], MI-FGSM [3], TIM [4], TI-DIM [4], and SI-
TI-DIM [16]. For Ens, we adopt the ensemble method that
fuses the logits of difference models [3], which is confirmed
better than the ensemble on predictions or losses. In addi-
tion, we run the SVRE attack for 5 times with different ran-
dom seeds and average the results to reduce the impact of
randomness.

Hyper-parameters. To align with the previous
works [3,4, 16,35], we set the maximum perturbation € =
16/255. For I-FGSM, the number of iterations is 10, and
the step size is = 1.6. For MI-FGSM, we set the decay
factor p; to 1.0. For TIM, we adopt the Gaussian kernel
with size 7 X 7. For TI-DIM, the transformation probability
pis set to 0.5. For SI-TI-DIM, we set the number of copies
m to 5. For SVRE, we set the internal update frequency M
to four times the number of ensemble models and the inter-
nal step size [ is set the same as «, the internal decay factor
pa is set to 1.0.

4.2. Attack Normally Trained Models

We first compare the performance of our method on the
normally trained models, including Inc-v3, Inc-v4, Res-152

"https://github.com/cleverhans-lab/cleverhans/
tree/master /cleverhans_v3.1.0/examples/nipsl7_
adversarial_competition/dataset

’https ://github . com/anlthms /nips—2017/tree/
master/mmd

Table 1. The attack success rates (%) of adversarial examples
against the hold-out model. We study four normal models: Inc-v3,
Inc-v4, IncRes-v2 and Res-101. For each model, the adversarial
examples are crafted on an ensemble of the other three.

Base [ Attack | Inc-v3 | Inc-v4 | IncRes-v2 [ Res-101 | Average

LFGSM Ens | 77.30 | 66.70 58.50 48.80 62.83
SVRE | 89.24 | 83.64 77.60 65.58 79.02
Ens | 90.30 | 86.60 82.20 77.40 84.13
MIFGSM | GURE | 96.84 | 95.30 92.80 89.40 93.59
I™M Ens | 91.70 | 88.70 84.30 79.20 85.98
SVRE | 96.10 | 93.66 90.18 85.36 91.33
TLDIM Ens | 9570 | 94.10 93.20 90.10 93.28
SVRE | 97.78 | 96.86 95.92 93.98 96.14
Ens | 97.60 | 97.60 97.20 95.90 97.08
SETEDIM | gupp | 9880 | 98.88 97.90 97.82 98.35

and IncRes-v2. Specifically, we keep one model as the hold-
out black-box model and generate adversarial examples on
an ensemble of the other three models by Ens and SVRE
integrated with various base methods.

Table 1 shows the attack performance on the hold out
model. SVRE outperforms Ens across all the test models.
The average improvement of SVRE over Ens on the base
attack of I-FGSM is significant at 16.19%. Even on the ad-
vanced attack methods, MI-FGSM, TIM, DIM and SI-TI-
DIM, the average improvements of SVRE over Ens are still
considerable, which are 9.46%, 5.35%, 2.86% and 1.27%,
respectively. The results demonstrate that SVRE can effec-
tively improve the transferability of adversarial examples on
normally trained models.

4.3. Attack Advanced Defense Models

To further validate the efficacy of our method in prac-
tice, we continue to evaluate SVRE on models with various
advanced defenses. Specifically, we craft the adversarial
examples on the ensemble of four normally trained mod-
els, i.e., Inc-v3, Inc-v4, Res-15 and IncRes-v2, and test the
transferability of the crafted adversaries on defense models.

We first evaluate the transferability of the adversaries on
three adversarially trained models, Inc-v3epns3, Inc-v3enss
and IncRes-v2.,. The results are shown in Table 2. We see
that SVRE outperforms Ens on the black-box attack of each
adversarially trained models by a large margin. Among
the base methods that the ensemble attacks integrate with,
SVRE exhibits the highest improvement on TIM, as SVRE-
TIM yields a 17.30% higher average attack success rate than
Ens-TIM. Besides, SVRE also performs well in the white-
box setting, and can slightly improve the white-box attack
performance in most cases.

In addition to the adversarially trained models, we also
evaluate the crafted examples on nine models with advanced
defense mechanisms. The results are shown in Table 3.
SVRE outperforms Ens by a clear margin across all the
comparisons. The strongest version of our method, SVRE
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Table 2. The black-box attack success rates (%) against three adversarially trained models. The adversarial examples are generated on the

ensemble models, i.e., Inc-v3, Inc-v4, IncRes-v2 and Res-101.

Base Attack White-box setting Black-box setting

Inc-v3 | Inc-v4 | IncRes-v2 | Res-101 [ Inc-v3enss | Inc-v3enss | IncRes-v2ens | Average
LLFGSM Ens 100.00 | 100.00 99.60 99.80 27.10 24.50 15.70 22.43
SVRE | 99.80 99.60 99.38 99.58 40.08 37.30 24.76 34.05
MI-FGSM Ens 99.90 99.90 99.70 99.50 50.50 49.30 32.30 44.03
SVRE | 99.96 99.96 99.86 99.82 64.54 59.02 39.08 54.21
TIM Ens 99.80 99.70 99.40 99.20 73.50 68.10 59.70 67.10
SVRE | 99.84 99.90 99.80 99.70 87.88 85.62 79.70 84.40
TI-DIM Ens 99.50 99.40 99.00 98.70 87.40 84.30 77.60 83.10
SVRE | 99.86 99.80 99.68 99.34 95.32 93.66 90.08 93.02
SI-TI-DIM Ens 99.70 99.40 99.30 99.40 95.60 95.10 92.40 94.37
SVRE | 99.98 99.96 99.90 99.80 98.56 97.78 95.80 97.38

Table 3. The black-box attack success rates (%) against nine models with advanced defense mechanism.
Base | Attack | HGD | R&P | NIPS-r3 | Bit-R | JPEG | FD | ComDefend [ RS [ NRP [ Average
LLEGSM Ens 27.00 | 15.20 18.90 26.00 | 41.80 | 37.10 56.00 25.20 | 17.30 29.39
SVRE | 4548 | 25.02 34.10 30.96 | 62.06 | 50.42 66.98 26.98 | 21.60 40.40
MI-FGSM Ens 41.30 | 33.00 44.60 39.70 | 75.90 | 62.80 77.50 36.90 | 27.30 48.78
SVRE | 44.06 | 40.72 59.54 43.42 | 89.06 | 73.28 86.60 39.12 | 28.46 56.03
TIM Ens 72.50 | 60.50 67.20 49.30 | 82.60 | 74.80 85.10 47.80 | 37.60 64.16
SVRE | 87.10 | 80.16 83.84 62.26 | 91.96 | 83.96 92.22 62.46 | 52.24 77.36
TI-DIM Ens 87.40 | 81.20 85.70 63.00 | 91.70 | 84.30 91.90 57.90 | 49.80 76.99
SVRE | 94.86 | 91.92 93.22 72.88 | 96.48 | 90.76 95.98 73.60 | 65.38 86.12
SI-TI-DIM Ens 95.70 | 93.20 94.10 82.70 | 96.70 | 93.30 97.90 78.00 | 76.80 89.82
SVRE | 97.70 | 96.12 97.48 86.64 | 98.54 | 95.60 99.06 85.72 | 85.44 93.59

integrated with SI-TI-DIM, can achieve an average attack
success rate of 93.59% on these defense models in the
black-box setting, which raises a new security issue for the
robustness of deep learning models.

4.4. Comparison on Loss

The above experiments have demonstrated that SVRE
significantly improves the attack success rate of adversarial
attacks. To provide intuitive evidence that SVRE can effec-
tively boost the transferability of adversarial examples, we
average the loss over the adversarial images generated in
Section 4.3 on four white-box models and three black-box
models respectively, and depict the improvement curve for
the average loss in Figure 2. The loss can indirectly reflect
the adversarial efficacy. A higher loss indicates a stronger
adversarial intensity, and a higher loss on the black-box
model indicates a stronger transferability.

We can see in Figure 2 (b) that SVRE increases the aver-
age loss over Ens on black-box models remarkably. In terms
of the white-box setting in Figure 2 (a), SVRE and Ens are

comparative, indicating that the improvement of SVRE in
transferability is not based on the premise of sacrificing the
performance of white-box attacks.

4.5. Ablation Study on Hyper-parameters

In this subsection, we conduct a series of ablation ex-
periments to study the impact of the parameters in SVRE.
Here we attack the ensemble of Inc-v3, Inc-v4, Res-152 and
IncRes-v2 and test the transferability of the adversaries on
the adversarially trained models Inc-v3eps3, Inc-v3ep54 and
IncRes-v2.,s, as the setting in Section 4.2.

On the internal update frequency M. We first analyze
the effectiveness of the internal update frequency M on the
attack success rate of SVRE. We integrate I-FGSM, MI-
FGSM and SI-MI-DIM attacks with SVRE, respectively,
and range the internal update frequency M from 0 to 32
with a granularity of 4. Note that if M = 0, SVRE trivially
degenerates to the normal ensemble method of Ens. Since
the attack success rate in the white-box setting is close to
100%, we only show the results for black-box attacks, as
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shown in Figure 3. A first glance shows that our SVRE has
achieved an impressive improvement over Ens (M = 0). As
the number of iterations increases, the attack success rate in-
creases and reaches the peak at about M/ = 16. We also ob-
serve from the convex curve that either too many iterations
or too few iterations may cause the adversarial examples to
overfit the current model and harm the attack transferability.

On the internal step size 8. The internal step size (8
plays a crucial role in improving the attack success rate,
as it determines the extent of the data point update in each
inner loop. Similarly, we perform SVRE integrated with
I-FGSM, MI-FGSM and SI-MI-DIM respectively, fix o =
1.6 and let 3 ranges from 0.1 doubled to 25.6. As shown
in Figure 4, the performance of SVRE varies with the step
size, and the best step size varies for different methods. For
a fair comparison, we did not deliberately set different best
parameters for each method but choose 5 = 1.6. For prac-
tical applications, the best step size can be adopted for a
specific attack to obtain a higher performance.

On the number of iterations 7. For the same num-
ber of iterations, SVRE has more gradient calculations due
to its inner loop. To show that the gains of SVRE is not
simply from increasing the number of gradient calculations,
we perform additional analysis on the total number of it-
erations. Taking the internal update frequency M = 16
and the number of ensemble models K = 4 as an exam-
ple, each iteration requires 4 queries of the model in Ens,
while for SVRE, the inner loop requires 16 x 2 = 32 addi-
tional queries. The overall number of queries for SVRE is
9 times that of Ens. Then, what if we increase the number
of iterations for other methods? One can observe from Fig-
ure 5 that the attack success rate of Ens-MI-FGSM against
black-box models gradually decays with the increment on
the total number of gradient calculations, and there is a big
gap even when the total number reaches 360. This experi-

ment demonstrates that simply increasing the number of it-
erations on Ens could not gain the high attack performance
of SVRE.

5. Conclusion

In this work, we propose a novel method called the
stochastic variance reduced ensemble (SVRE) attack to en-
hance the transferability of the crafted adversarial examples.
Different from the existing model ensemble attacks that
simply fuse the outputs of multiple models evenly, the pro-
posed SVRE takes the gradient variance of different models
into account and reduces the variance to stabilize the gradi-
ent update on ensemble attacks. In this way, SVRE can craft
adversarial examples with higher transferability for other
possible models. Extensive experiments demonstrate that
SVRE outperforms the vanilla model ensemble attack in
the black-box setting significantly, at the same time SVRE
keeps roughly the same performance in the white-box set-
ting.

Compared with broad investigations on the gradient op-
timization or input transformation attacks, the ensemble at-
tacks are less explored in previous studies. Our work could
shed light on the great potential of boosting the adversar-
ial transferability through a better design on the ensemble
methods. In future work, we wish our work could inspire
more in-depth works in this direction for ensemble attacks.
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Appendix

A. Analysis on Training Time

In comparison to Ens, our SVRE introduces an extra
loop, which brings additional costs for crafting adversarial
examples. The complexity is proportional to the total num-
ber of queries, so SVRE is (2M +n)/n times of Ens where
M (M = 16) is the internal update frequency and n (n = 4)
is the number of ensemble models. Note that other efforts
for improving the adversarial transferability also introduce
additional costs. E.g., SIM [16] makes m = 5 copies of
the input for querying, VT [31] samples N = 20 neighbor-
hoods for variance tuning, and Admix [32] randomly sam-
ple ms = 3 images from other categories and copy each
image for m; = 5 times. In the light of the improved per-
formance, the additional time cost is acceptable.

B. SVRE with other Advanced Method

To show how SVRE compares to the state-of-the-art
black-box adversarial attacks, we further incorporate SVRE
with Admix [32], the most recent black-box attack method,
and show how SVRE help promote its performance. Specif-
ically, we use SVRE-Admix-TI-DIM and Ens-Admix-TI-
DIM to generate adversarial examples, respectively, on the
ensemble of Inc-v3, Inc-v4, IncRes-v2 and Res-152, and
test on three adversarially trained models, while the Admix-
TIM-DIM base method crafts adversarial examples on the
Inc-v3 model.

The results are summarized in Table 4. We can see
that the ensemble attack of Ens-Admix-TI-DIM has consid-
erably higher transferability than Admix-TI-DIM, and our
SVRE-Admix-TI-DIM further promotes the performance.

C. Visualization on Crafted Examples

In Figure 6, we visualize six randomly selected raw im-
ages and their corresponding adversarial examples crafted
by Ens-MI-FGSM and SVRE-MI-FGSM, respectively. The
adversarial examples are crafted on the ensemble of Inc-v3,
Inc-v4, IncRes-v2 and Res-152 models. It shows that the
adversarial examples crafted by our SVRE method are im-
perceptible to human eyes.

Table 4. The black-box attack success rates (%) against three
adversarially trained models using Admix-TI-DIM as the base
method.

Attack method Inc-v3enss | Inc-v3epgs | IncRes-v2,s | Average
Admix-TI-DIM 80.8 78.9 63.2 74.3
Ens-Admix-TI-DIM 96.5 96.4 93.6 95.5
SVRE-Admix-TI-DIM 98.6 98.3 96.8 97.9

Raw image

Ens-MI-FGSM

SVRE-MI-FGSM

Figure 6. Adversarial examples generated by Ens-MI-FGSM and
SVRE-MI-FGSM, respectively. The adversarial examples are
crafted on an ensemble of Inc-v3, Inc-v4, IncRes-v2 and Res-152
models.
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