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Abstract

Deep neural networks for 3D point cloud classification,
such as PointNet, have been demonstrated to be vulnera-
ble to adversarial attacks. Current adversarial defenders
often learn to denoise the (attacked) point clouds by recon-
struction, and then feed them to the classifiers as input. In
contrast to the literature, we propose a family of robust
structured declarative classifiers for point cloud classifi-
cation, where the internal constrained optimization mech-
anism can effectively defend adversarial attacks through
implicit gradients. Such classifiers can be formulated using
a bilevel optimization framework. We further propose an
effective and efficient instantiation of our approach, namely,
Lattice Point Classifier (LPC), based on structured sparse
coding in the permutohedral lattice and 2D convolutional
neural networks (CNNs) that is end-to-end trainable. We
demonstrate state-of-the-art robust point cloud classifica-
tion performance on ModelNet40 and ScanNet under seven
different attackers. For instance, we achieve 89.51% and
83.16% test accuracy on each dataset under the recent
JGBA attacker that outperforms DUP-Net and IF-Defense
with PointNet by ∼70%. The demo code is available at
https://zhang-vislab.github.io.

1. Introduction
Point clouds are unstructured data which is widely used

in real-world applications such as autonomous driving. To
recognize them using deep neural networks, point clouds
can be represented as points [36], images [30], voxels [61],
or graphs [56]. Recent works [74, 63, 31, 14, 62, 58, 28]
have demonstrated that such deep networks are vulnerable
to (gradient-based) adversarial attacks. Accordingly, several
adversarial defenders [75, 60, 29] have been proposed for
robust point cloud classification. The basic ideas are often to
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Declarative defender 
!𝑥 = argmin!∈#𝑓(𝑥, 𝑧; 𝜃)

Network backbone
𝑦 = 𝑔(!𝑥; 𝜔)𝑥 𝑦

Our robust structured declara6ve classifier

𝑧 ∈ 𝑍 is defined in a structural space, e.g., permutohedral lattice space

Figure 1: Illustration of robust structured declarative classi-
fiers, where our defender is optimized in a structural space.

denoise the (attacked) point clouds before feeding them into
the classifiers as input to preserve their prediction accuracy.

Obfuscated gradients. In the white-box adversarial attacks,
the attackers are assumed to have full access to both classi-
fiers and defenders. To defend such attacks, one common
way is to break the gradient over the input data in the back-
propagation (either inadvertently or intentionally, e.g., a de-
fender is non-differentiable or prevents gradient signal from
flowing through the network) so that the attackers fail to be
optimized. Such scenarios are called obfuscated gradients.
In [4] Athalye et al. have discussed the false sense of se-
curity in such defenders and proposed new methods, such
as Backward Pass Differentiable Approximation (BPDA),
to attack them successfully. Take DUP-Net [75] for exam-
ple, where a non-differentiable Statistical Outlier Removal
(SOR) defense strategy was proposed. In [31] Ma et al. pro-
posed Joint Gradient Based Attack (JGBA) that can compute
the gradient with a linear approximation (an instantiation of
BPDA) of the SOR defense to attack DUP-Net successfully.

Implicit gradients. Now let us consider the scenarios where
both defenders and classifiers are differentiable. Then in
order to defend the adversarial attacks, one way is to make
the calculation of the gradient challenging. To this end,
implicit gradients [40] may be more suitable for designing
the defenders. An implicit gradient, ∂y

∂x , is defined by a
differentiable function h that takes x, y as its input, i.e.,
∂y
∂x = h(x, y). Such an equation can be also considered as
a first-order ordinary differential equation (ODE), which is
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solvable (approximately) using Euler’s Method [19]. Here
we assume that the gradients through the classifiers can be
easily computed, which often holds empirically. To our best
knowledge, so far there is no work on designing adversarial
defenders for 3D point clouds based on implicit gradients.

Declarative networks. Implicit gradients require equations
that contain both the input and output of a defender. One po-
tential solution for this is to introduce optimization problems
as the defenders, where the first-order optimality conditions
provide such equations. In the literature, there have been
some works [3, 2, 25, 40] that proposed optimization as net-
work layers in deep neural networks. Recently in [12] Gould
et al. generalized these ideas and proposed deep declarative
networks. A declarative network node is introduced where
the exact implementation of the forward processing function
is not defined; rather the input-output relationship (x 7→ x̃)
is defined in terms of behavior specified as the solution to
an optimization problem x̃ ∈ argminz∈Z f(x, z; θ). Here
f is an objective function, θ denotes the node parameters,
and Z is the feasible solution space. In [12] a robust pooling
layer was proposed as a declarative node using unconstrained
minimization with various penalty functions such as Huber
or Welsch, which can be efficiently solved using Newton’s
method or gradient descent. The effectiveness of such pool-
ing layers was demonstrated for point cloud classification.

Our approach. Motivated by the methods above, in this
paper we propose a novel robust structured declarative clas-
sifiers for 3D point clouds by embedding a declarative node
into the networks, as illustrated by Fig. 1. Different from
robust pooling layers in [12], our declarative defender is
designed to reconstruct each point cloud in a (learnable)
structural space as a means of denoising. To this end, we
borrow the idea from structured sparse coding [49, 20, 57]
by representing each point as a linear combination of atoms
in a dictionary. Together with the backbone networks, the
training of our robust classifiers can lead to a bilevel op-
timization problem. Considering the inference efficiency,
one plausible instantiation of our classifiers, as illustrated
in Fig. 2, is to define the structural space using the permu-
tohedral lattice [1, 47, 13], project each point cloud onto
the lattice, generate a 2D image based on the barycentric
weights, and feed the image to a 2D convolutional neural
network (CNN) for classification. We call this instantiation
Lattice Point Classifier (LPC).

Our contributions. We summarize our contributions below:
• We propose a family of novel robust structured declarative

classifiers for 3D point clouds where the declarative nodes
defend the adversarial attacks through implicit gradients.
To the best of our knowledge, we are the first to explore
implicit gradients in robust point cloud classification.

• We propose a bilevel optimization framework to learn the
network parameters in an end-to-end fashion.

Point cloud Permutohedral lattice 2D CNN

Figure 2: Illustration of our Lattice Point Classifier (LPC).

• We propose an effective and efficient instantiation of our
robust classifiers based on the structured sparse coding in
the permutohedral lattice and 2D CNNs.

• We demonstrate superior performance of our approach by
comparing with the state-of-the-art adversarial defenders
under the state-of-the-art adversarial attackers.

2. Related Works

Deep learning for 3D point clouds. Based on the point
cloud representations, we simply group some typical deep
networks into four categories. Point-based networks [36, 38,
26, 65, 59] directly take each point cloud as input, extract
point-wise features using multi-layer perceptrons (MLPs),
and fuse them to generate a feature for the point cloud.
Image-based networks [48, 37, 68, 67, 30, 33] often project
a 3D point cloud onto a (or multiple) 2D plane to generate
a (or multiple) 2D image for further process. Voxel-based
networks [32, 61, 41, 55, 24] usually voxelize each point
cloud into a volumetric occupancy grid and further some
classification techniques such as 3D CNNs are used for the
tasks. Graph-based networks [23, 56, 44, 10, 39] often rep-
resent each point cloud as a graph such as KNN or adjacency
graph which are fed to train graph convolutional networks
(GCNs). A nice survey can be found in [15].

Adversarial attacks on point clouds. Such attacks aim to
modify the input point clouds in a way that is not noticeable
but can fool a classifier. Attackers can either have a target
or not. Targeted attackers try to fool the classifier to predict
a specified wrong class, while untargeted ones do not care
about the predicted class as long as it is wrong. Nice surveys
on adversarial attacks can be found in [34, 54, 5]. Below we
summarize some typical attackers for point clouds:
• Point perturbation [27, 66, 62, 21, 31]. Inspired by Fast

Gradient Sign Method (FGSM) [11], they add on each
point a small perturbation constrained by distance metrics
(e.g., Lp norm [62], on the surface of an ε-ball [27]).

• Point addition [62, 58, 66]. Independent point attackers
initially pick some points from target classes, add small
perturbations and finally append these points to the vic-
tim point clouds. Cluster attackers similarly pick most
critical points and then find a specified number of small
point clusters to append to the victim point clouds. Object



attackers attach scaled and rotated foreign object to the
original point clouds.

• Point dropping. Adversarial attackers pick critical points
from each input point cloud, and drop them to fool the
classifier. However, it is a non-differentiable operation.
To address the issue in learning, [73] proposed creating
saliency maps by viewing dropping a point as moving it
to the cloud center. Wicker et al. [58] designed an algo-
rithm to iteratively find the points to drop by minimizing a
predefined objective function, similarly in [66].

• Others. Hamdi et al. [16] proposed a transferable adver-
sarial perturbation attacker based on an adversarial loss
that can learn the data distribution. Zhao et al. [72] pro-
posed a black-box (i.e., no access to the models) attacker
with zero loss in isometry, as well as a white-box (i.e., full
access to the models) attacker based on the spectral norm.
LG-GAN [74] is generative adversarial network (GAN)
based, which learns and incorporates target features into
victim point clouds. A backdoor attacker was proposed in
[63] to trick the 3D models by inserting adversarial point
patterns into the training set so that the victim models learn
to recognize the adversarial patterns during inference.

Adversarial defense on point clouds. Adversarial defenses
aim to denoise the input point clouds to recover the ground-
truth labels from the classifiers. Nice surveys on adversarial
defenses can be found in [34, 54, 5]. Below we summarize
some typical defenders for point clouds:
• Statistical outlier removal (SOR) [43]. SOR can be used

to remove local roughness on the (smooth) surface as a
means of defense. SOR is not differentiable, producing
obfuscated gradients for defenders. DUP-Net [75] uses
SOR and an upsampling network to reconstruct higher
resolution point clouds. Similarly, IF-Defense [60] utilizes
SOR, followed by a geometry-aware model to encourage
evenly distributed points. However, such defenders have
been demonstrated to be attackable in [52, 31]. Dong et
al. [8] proposed replacing SOR by attention mechanism.

• Random sampling. Yang et al. [66] suggested that 3D
models with random sampling are robust to adversarial
attacks. PointGuard [29] proposed majority voting for
point cloud classification by predicting multiple randomly
subsampled point clouds.

• Data augmentation. Tramer et al. [51] demonstrated that
data augmentation can effectively account for adversarial
attacks. Tu et al. [53] proposed generating physically
realizable adversarial examples to train robust Lidar object
detectors. Zhang et al. [70] proposed randomly permuting
training data as a simple data augmentation strategy. Point-
CutMix [69] pairs two training clouds and swaps some
points between the pair to generate new training data.

Permutohedral lattice. Permutohedral lattice is a powerful
operation to project the coordinates from a high dimensional
space onto a hyperplane that defines the lattice. It has been

widely used in high dimensional filtering [1, 18] that consists
of three components, i.e., splat, blur and slice. In particular,
we illustrate the splat in Fig. 2, where each square represents
a projection (i.e., projected point) from a 3D coordinate. The
splat first locates the enclosing lattice simplex for the 3D
point and calculates the vertex coordinates of the simplex.
Then each projection distributes its value to the vertices us-
ing barycentric interpolation with barycentric weights that
are calculated as the normalized triangular areas between the
projection and any pair of its corresponding lattice vertices.
We refer the readers to [1] for more details. Recently permu-
tohedral lattice has been successfully explored in point cloud
segmentation [47, 13, 42] with remarkable performance.

3. Robust Structured Declarative Classifiers
3.1. Structured Declarative Defender

Recall that adversarial defenders often aim to denoise the
input point clouds by reconstructing them in certain ways,
and sparse coding [71] is one of the classic approaches for
finding a sparse representation of the input data in the form of
a linear combination of basic elements as well as those basic
elements themselves. Due to its simplicity, we consider using
sparse coding as a means to construct declarative nodes.

Specifically, in the 3D space given a (learnable) dictionary
B ∈ R3×N with N � 3 atoms, (structured) sparse coding
aims to solve the following optimization problem for each
point xi ∈ R3 in a point cloud x = {xi} ⊆ R3:

x̃i ∈ argmin
z∈Z

f(xi, z) =
1

2
‖xi −Bz‖2 + φ(z), (1)

where φ denotes a regularization term, and Z ⊆ RN denotes
a structural feasible solution space.

Obfuscated & implicit gradients in ∂x̃i

∂xi
= ∂z

∂xi

∣∣∣
z=x̃i

. To

see this, we can rewrite Eq. (1) as x̃i ∈ argminz F (xi, z) =
f(xi, z) + φ(z) + δ(z), where δ(z) denotes the Dirac delta
function returning 0 if z ∈ Z holds, otherwise, +∞. There-
fore, F will become non-differentiable when z /∈ Z or φ
is non-differentiable over z ∈ Z , leading to obfuscated
gradients. Otherwise, based on the first-order optimal-
ity condition, we have BTBx̃i − BTxi + φ′(x̃i) = 0,
where (·)T denotes the matrix transpose operator and φ′

denotes the first-order derivative of φ. By taking another
derivative on both sides, we then have a linear system(
BTB+ φ′′(x̃i)

)
· ∂x̃i

∂xi
= BT , if the second-order deriva-

tive, φ′′, exists at z ∈ Z . Clearly, solving this linear system
may be challenging, because φ′′(x̃i) may not be computable
and the matrix BTB+ φ′′(x̃i) may be rank-deficient. Such
phenomenons lead to implicit gradients.

3.2. Parameter Learning via Bilevel Optimization

Fig. 1 illustrates our approach with two components,
i.e., a declarative defender f and a network backbone g that



takes the outputs of the defender as input and then makes
predictions. Equivalently we can formulate the training of
such networks as a bilevel optimization problem as follows:

min
B,ω

∑
(x,y)∈X×Y

`
(
g(x̃;ω), y

)
, (2)

s.t. x̃i ∈ argmin
z∈Z

1

2
‖xi −Bz‖2 + φ(z),∀xi ∈ x,

where (x, y) ∈ X ×Y denotes a training sample with data x
and label y, ` denotes a loss function such as cross-entropy,
and B, ω denote the defender and network parameters, re-
spectively. Same as training deep networks, we can solve this
optimization problem using (stochastic) gradient descent.

Validity of ∂g
∂x̃i

= ∂g
∂z

∣∣∣
z=x̃i

in the structural space. In a

gradient based adversarial attack, the gradient for modifying
an input point xi through backpropagation can be written as
∂g
∂x̃i

∂x̃i

∂xi
. Assuming that ∂x̃i

∂xi
can be computed exactly, then

the gradient in the attack would hold in general only if z was
unconstrained so that ∂g

∂x̃i
is valid. Unfortunately in our case

this is not true as we constrain z ∈ Z . Therefore, the attack
in the declarative node will produce inaccurate gradients, and
such errors will be propagated to the adversarial examples,
leading to failure cases together with ∂x̃i

∂xi
.

3.3. Instantiation: Lattice Point Classifier

So far we have explained the learning principles and
defense philosophy in our approach. The key challenge now
is how to design the structural space Z and the regularizer φ
to achieve robust point cloud classifiers that can be trained
and inferred effectively and efficiently. To address this issue,
we borrow the idea from permutohedral lattice, and propose
an instantiation, namely, Lattice Point Classifier (LPC).

𝐴

𝐵 𝐶

𝑃
𝛼

𝛽
𝛾

Figure 3: Illustration of
barycentric coordinates
and weights.

Geometric view on barycentric
coordinates and their weights.
Barycentric coordinates (

−→
A ,
−→
B ,

−→
C in Fig. 3) can be used to ex-
press the position of any point
(
−→
P ) located on the entire triangle

with three scalar weights (α, β, γ).
To compute

−→
P using barycentric

coordinates we can always use the following equation:
−→
P = α

−→
A + β

−→
B + γ

−→
C , ∃α, β, γ ≥ 0, α+ β + γ = 1.

(3)

Note that this equation holds for an arbitrary dimensional
space, including the 3D space. Now given

−→
A,
−→
B,
−→
C ,
−→
P , we

can compute α, β, α using the normalized areas. Taking γ
for example, we can compute it as follows:

γ =
‖
−−→
AB ×

−→
AP‖

‖
−−→
AB ×

−→
AC‖

∝ ‖
−−→
AB ×

−→
AP‖, (4)

where
−−→
AB =

−→
B −

−→
A,
−→
AP =

−→
P −

−→
A,
−→
AC =

−→
C −

−→
A ,

× denotes the cross product operator, and ‖ · ‖ denotes
the `2 norm of a vector measuring its length. Clearly, the
barycentric weights define a nonlinear mapping that can
be computed efficiently using the splat operation for the
permutohedral lattice.
ConstructingZ and φ using barycentric weights. By sub-
stituting Eq. (3) into Eq. (1), we manage to define a struc-
tured sparse coding problem, where the structural space Z
and the regularizer φ can be constructed as follows:

Z def
=
{
z | zTe = 1, z � 0

}
, (5)

φ(z)
def
= λ

N∑
n=1

‖Bz−Bn‖ · 1{zn>0}, (6)

where e denotes a vector of 1’s, � denotes the entry-wise
operator of ≥, Bn ∈ R3 denotes the n-th column in B, 1{·}
denotes a binary indicator returning 1 if the condition holds,
otherwise 0 (i.e., the binarization of barycentric weights),
and λ ≥ 0 is a small constant controlling the contribution of
φ to the objective so that it will not be dominated by φ.

Proposition 1. Supposing that B in Eq. (1) represents the
vertices in a permutohedral lattice that is large enough to
cover all possible projections from points among the data,
then there exists a solution to minimize the reconstruction
loss using three vertices, at most, and the minimum loss is
equal to the projection loss onto the lattice.

This is because Eq. (3) defines a lossless representation
using a linear combination of three vertices. The only loss
occurs when projecting a point to the permutohedral lattice.

𝑥!

𝑥!"

"𝑥! "𝑥!"

𝐴

𝐵 𝐶

Figure 4: Illustration of
our defense mechanism.

Defense mechanism in LPC.
Fig. 4 illustrates how our declar-
ative defender works with the per-
mutohedral lattice, where the tri-
angle, circles and squares rep-
resent a lattice cell, 3D points
and their projections on the cell,
respectively. In the adversarial
point cloud, the attacker modifies
a point from xi to x′i. Then dur-
ing the inference, our defender
projects x′i to x̃′i on the lattice.

Proposition 2. Supposing x̃i = α
−→
A + β

−→
B + γ

−→
C where

α, β, γ are the barycentric weights, then in order to guaran-
tee that x̃i, x̃

′
i lie in different cells, the distance between xi

and x′i should be bigger than the shortest distance between
x̃′i and the boundary of the triangle, that is:

‖xi − x′i‖ > min

{
α

‖
−−→
BC‖

,
β

‖
−→
AC‖

,
γ

‖
−−→
AB‖

}
· s, (7)



Figure 5: Illustration of (left) a point cloud, (middle) its
lattice representation, (right) its image for classification.

where s denotes the area of the triangle. In particular, if the
triangle is equilateral, then ‖xi−x′i‖ >

√
3
2 l ·min{α, β, γ}

where l denotes the side length.

It will be more intuitive to understand this result if we
binarize the barycentric weights before feeding them into
the backbone network for classification, because different
projections lying in the same lattice cell will lead to the same
representation. This could be an effective way to remove the
adversarial noise in the data. Also, this result indicates that
(1) the points whose projections are closer to the boundary
are easier to change their sparse representations, (2) the
movements that make such changes are proportional to the
scale of the lattice cell. In general, larger cells will be more
tolerant to the adversarial noise, but they may sacrifice the
generalization of the classifiers.
Workflow of LPC. To summarize, it is operated as follows:
1. Given a point cloud, the barycentric weights of each point

are computed using the splat for permutohedral lattice;
2. Generate an image for the point cloud by averaging the

barycentric weights over all the points (after binariza-
tion if applied) and aligning the lattice with the image
representation (see Fig. 5 for illustration);

3. Apply a 2D CNN as the backbone network to classify the
image produced by the point cloud.

Implementation. The key challenge in our implementation
of LPC is how to determine the projection matrix for the
hyperplane and the scale of each permutohedral lattice cell.
• Projection matrix: By referring to [1], we initialize the

projection matrix as

[
2 −1 −1
−1 2 −1
−1 −1 2

]
and train the network

in an end-to-end fashion. However, we observe that a big
update of this matrix will make the training crash, and
to avoid this issue, the update per iteration has to be tiny,
leading to almost unnoticeable change eventually. The
reason for this phenomenon is that this matrix has to satisfy
certain requirements (see [1]), and thus the unconstrained
update in backpropagation cannot work here. Therefore, in
our experiments we initialize and fix the projection matrix.
We refer to [13] for the lattice transformation.

• Scale of lattice cell: The parameter is simply not dif-
ferentiable in backpropagation, and thus we tune it as a
predefined hyper-parameter using cross-validation with
grid search, same for the other hyper-parameters such as

(a) ModelNet40 (b) ScanNet

Figure 6: Training loss comparison on both datasets using
EfficientNet-B5 as the backbone.

learning rate. Such scales have a significant impact on the
image resolution used in 2D CNNs for classification.
Specifically, we evaluate our LPC comprehensively based

on three different CNNs, i.e., VGG16 [45], ResNet50 [17],
and EfficientNet-B5 [50] as the backbone network with
randomly initialization. By default, the image resolution
for each backbone network is 512 × 512, 128 × 128 and
456× 456, respectively. On ModelNet40 [61] we train the
three models using a learning rate of 10−4, but on ScanNet
[6] we only train our best model, i.e., EfficientNet-B5, using
a learning rate of 5× 10−5. We use Adam [22] as our opti-
mizer in all of our experiments with weight decay of 10−4

and learning rate decay of 0.7 for every 20 epochs. Dropout
[46] and data augmentation are applied as well when needed.

4. Experiments

Datasets. We conduct our experiments on ModelNet40 [61]
and ScanNet [6]. ModelNet40 has a collection of 12,311 3D
CAD objects from 40 common categories. It is split into
9,843 training and 2,468 test samples. Following [36, 62],
we uniformly sample 1,024 points from the surface of the
original point cloud per object and scale them into a unit ball.
ScanNet contains 1,513 RGB-D scans from over 707 real
indoor scenes with 2.5 million views. Following [26], we
generate 12,445 training and 3,528 test point clouds from 17
categories, with 1,024 points for each point cloud as well.

Baselines. We compare our Lattice Point Classifier (LPC)
with different adversarial defenders for point clouds that
work with PointNet [36], including DUP-Net [75] (with
SOR and the upsampling network), IF-Defense [60] (with
ConvONet [35]), and robust pooling layer (RPL) [12]. We
utilize public code [64] to train PointNet using the default
setting and evaluate DUP-Net and IF-Defense based on the
implementation in [60]. We report the best performance for
each defender after fine-tuning. Specifically, we set k = 2
(the number of neighbor points) in KNN and α = 1.1 (the
percentage of outliers) for SOR, use 2 for the upsampling
rate in DUP-Net, and choose the Welsch penalty function [7]
for RPL [12] to replace the max pooling layer in PointNet.
The model with RPL is trained with adversarial point clouds



where 10% of input points are replaced by random outliers.

Adversarial attackers. Eight attackers are utilized to eval-
uate the robustness of different point cloud classifiers, in-
cluding untargeted attackers (FGSM [11] and JGBA [31]),
targeted attackers (perturbation, add, cluster and object at-
tackers [62]), isometry transformation based attackers [72]
(the untargeted black-box TSI attack and the targeted white-
box CTRI attack), and GAN based LG-GAN attacker [74].

We apply both FGSM and JGBA to the full test set of
both datasets. We slightly modify FGSM for attacking DUP-
Net and IF-Defense under the white-box setting as both
defenders are non-differentiable. To do so, during an attack
we simulate the SOR process and obtain the indices of the
remaining points based on which the gradient is passed to
the remaining points. By default, the parameter ε in FGSM
is set to 0.1, and the perturbation norm constraint ε, number
of iterations n and step size α in JGBA are set to 0.1, 40,
0.01, respectively. Such parameters work well in practice.

For the targeted attackers, by following [62] we pick 10
large classes from ModelNet40, where a batch of 6 point
clouds per class is randomly selected and attacked using the
other 9 classes as the targets, leading to 10× 9× 6 = 540
victim-target pairs. Similarly, from ScanNet we randomly
select a batch of 6 point clouds as well from the 7 classes
that contain more than 100 point clouds in test data. The
learning rate of all the targeted attackers is set to 0.01. For
DUP-Net and IF-Defense, we first attack clean PointNet
to obtain adversarial point clouds, and then feed them into
DUP-Net and IF-Defense for prediction. The perturbation
attack first introduces small random perturbations on all
original points, and uses L2 norm to constrain the adversarial
shifts. Using the add attacker, we add 60 points to each
cloud and use Chamfer distance as the metric. Cluster and
object attackers generate the initial clusters with parameter
ε = 0.11 in DBSCAN [9]. Using the cluster attacker, we
add 3 clusters of 32 points to the original clouds. Using
the object attacker, three 64-point adversarial objects are
attached to each original point cloud.

For the TSI/CTRI attacker in [72], we evaluate the per-
formance of LPC on ModelNet40 using EfficientNet-B5. By
following [72] we use this attacker with the default settings
to attack 2,000 randomly selected point clouds. The attacker
applies the black-box TSI attacker first to trick the models,
and then the white-box CTRI attacker if TSI fails.

We implemented a vanilla version of LPC in Tensor-
Flow with binarized weights, ResNet50 as the backbone
and 128× 128 as the 2D image size. On ModelNet40, we
trained a TensorFlow LPC model and integrated it into LG-
GAN to generate adversarial samples. For the benchmark
models, we trained a TensorFlow PointNet [36] model and
generates adversarial samples with it since all other bench-
mark defenses are PointNet based. We followed the setups
in [74] and set weight factor α = 100.

Table 1: Our learning choice comparison in terms of test
accuracy (%) with learning rate 10−4.

T-Net [36] X X
Binarized weights X X X
Random rotation X X

ResNet-50 on ModelNet40 88.2 87.3 88.9 60.0 88.2 75.2

EfficientNet-B5 on ModelNet40 - - 89.5 83.3 - 84.8

EfficientNet-B5 on ScanNet 80.5 - 80.0 82.6 - -

Table 2: Inference Time (ms) on an NVIDIA V100S GPU
with batch size 1 (clean PointNet [36] takes 8.6 ms)

DUP-Net
[75]

IF-Defense
[60]

RPL
[12]

LPC w/
VGG

LPC w/
ResNet

LPC w/
EfficientNet

808.1 1793.6 62.0 21.4 25.1 59.0

4.1. Ablation Study

Learning choices. In Table 1 we list three learning choices
that we would like to evaluate for improving the perfor-
mance of vanilla LPC, i.e., T-Net used in PointNet, binarized
barycentric weights, and random rotation in data augmen-
tation (together with point cloud random shifting and drop-
ping [36]). We can see that: (1) T-Net seems to deteriorate
the performance always. (2) Binarized weights work bet-
ter on ModelNet40 than ScanNet, but compared with using
barycentric weights the difference is <1%. (3) Random rota-
tion improves the performance on ScanNet, but worsens it on
ModelNet40. This phenomenon can be partially explained
from the training loss curves as shown in Fig. 6, where
on ScanNet the overfitting occurs clearly without random
rotation while on ModelNet40 random rotation makes the
convergence slower and unstable.

Running time. Overall LPC achieves the fastest inference
speed among all competing defenses as shown in Table 2.
Our deepest model (17fps) is over 13 times faster than SOR
based defenses. We can also improve the running time us-
ing shallower networks such as VGG16 (45fps) by slightly
sacrificing the performance. We also tested the running time
for each key component (declarative node and backbone
2D networks). With EfficientNet-B5 as the backbone, the
declarative node and 2D network take 17.1 and 41.9 ms
respectively during inference, and 15.5 and 165.3 ms dur-
ing backpropagation. Clearly, the gradient passing through
the declarative node takes relatively constant time in both
feedforward and backpropagation. Considering the depth
of EfficientNet-B5, the time spent on the declarative node
is actually pretty long (recall that there is no learnable pa-
rameter inside), especially during inference. This partially
validates our intuition of defending the adversarial attacks
using implicit gradients.



Table 3: Test accuracy (%) comparison (higher is better) on the full test datasets, where “-” indicates no result.

PointNet PointNet w/
DUP-Net [75]

PointNet w/
IF-Defense [60]

PointNet w/
RPL [12]

LPC w/
VGG16

LPC w/
ResNet50

LPC w/
EfficientNet

ModelNet40
No attack 90.15 89.30 87.60 84.76 88.65 88.90 89.51

FGSM [11] 45.99 61.63 38.75 0.04 88.65 88.90 89.51
JGBA [31] 0.00 1.14 5.37 0.00 88.65 88.90 89.51

ScanNet
No attack 84.61 83.62 80.19 76.02 - - 83.16

FGSM [11] 45.66 73.67 71.14 1.70 - - 83.16
JGBA [31] 0.00 7.77 13.45 0.00 - - 83.16

Table 4: Attack success rate (%) comparison (lower is better), where “-” indicates no result. The standard deviations of our
LPC range from 0% to 0.28% in success rate on ModelNet40.

PointNet PointNet w/
DUP-Net [75]

PointNet w/
IF-Defense [60]

PointNet w/
RPL [12]

LPC w/
VGG16

LPC w/
ResNet50

LPC w/
EfficientNet

ModelNet40

FGSM [11] 48.99 30.77 55.78 99.95 0.00 0.00 0.00
JGBA [31] 100.00 98.73 93.85 100.00 0.00 0.00 0.00

Perturbation [62] 100.00 0.095 0.095 3.95 0.56 0.37 0.38
Add [62] 99.72 0.095 0.095 3.33 0.56 0.19 0.19

Cluster [62] 98.34 6.76 6.30 17.04 1.11 0.93 1.21
Object [62] 98.43 1.02 1.11 74.07 0.93 1.11 0.75

ScanNet

FGSM [11] 46.03 10.29 11.28 97.76 - - 0.00
JGBA [31] 100.00 90.55 83.21 100.00 - - 0.00

Perturbation [62] 100.00 3.17 2.38 3.03 - - 12.70
Add [62] 100.00 1.98 2.38 18.65 - - 2.78

Cluster [62] 100.00 30.16 23.81 40.87 - - 9.92
Object [62] 100.00 7.14 7.54 85.71 - - 5.95

Table 5: Performance comparisons under LG-GAN [74]
attacks. Attack success rate (Succ., %) on different models
and their classification accuracy (Accu., %) under attack

PointNet
[36]

DUP-Net
[75]

IF-Defense
[60]

RPL
[12]

LPC w/
ResNet

Accu. 0.6 31.6 37.2 56.8 76.7
Succ. 97.0 13.9 10.4 2.6 0.8

4.2. State-of-the-art Performance Comparison

We measure the robustness of classifiers using two met-
rics, i.e., classification accuracy, and attack success rate.
Classification accuracy under attacks is measured by feeding
the entire adversarial attacked test set to the victim models.
It is only calculated for untargeted attackers. The attack
success rate is the ratio between the number of successful
attacks to the number of all attempt attacks. For untargeted
attacks, tricking the model to predict a wrong class is con-
sidered a success, while for targeted attacks it will have to
trick the victim model to a specific class to be considered as
successful. Untargeted attackers will only attack the point
clouds that are correctly classified by the victim models, and
targeted attackers will attack victim-target pairs.

4.2.1 Classification Accuracy

We summarize our comparison in Table 3. On ScanNet, we
only show the performance of LPC with EfficientNet-B5,
because it achieves the best accuracy on ModelNet40. We
can see that: (1) On the clean test data with no attack, Point-
Net outperforms all the robust classifiers by small margins.
(2) Using both attackers, our LPC variants work consistently
and significantly better than the other defender-based robust
classifiers as well as vanilla PointNet by large margins. For
instance, compared with PointNet with IF-Defense under
the JGBA attacks, the performance gaps are 84.14% and
69.71% on ModelNet40 and ScanNet, respectively. (3) For
the backbone networks in LPC, it seems that the difference in
performance is small among different CNNs. Though more
evaluations are needed to confirm this, it also demonstrates
the robustness of our approach.

4.2.2 Attack Success Rate

Performance summary. We list our comparison in Table 4
and Table 5. We can see that: (1) Our LPC variants achieve
perfect results under both FGSM and JGBA attacks. Notice
that compared with the other attackers, these two attackers



0 20 40 60 80 100

# Iterations

0

0.1

0.2

0.3

0.4

0.5

P
e

rc
e

n
ta

g
e

LPC (lr=0.01)
LPC (lr=0.1)
LPC (lr=1)
PointNet

Figure 7: Distribution comparison of successful perturbation
attacks on ModelNet40. To avoid the sparsity, LPC statistics
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Figure 8: Successful adversarial perturbation examples on
ModelNet40 for LPC with EfficientNet-B5.

aim to find adversarial examples fully based on gradients
with no sampling. Their failure again strongly demonstrates
the power of implicit gradients in defending gradient based
adversarial attacks. (2) The SOR defense mechanism seems
to work better for the perturbation and add attackers, but
worse for the cluster and object attackers, compared with our
LPC. However, overall LPC still achieves the best perfor-
mance. (3) Our LPC also outperforms other defenses under
GAN based attacks. Interestingly RPL [12] outperforms
SOR defenses under LG-GAN attack, while under gradient
based attacks the SOR methods are better. It implies LG-
GAN has better transferability. The two SOR based defenses
are gray-box attacks (partial access to the model). Gradient
based adversarial samples suffer significant success rate drop
as shown in Table 4. But LG-GAN transfers well to SOR
based defenses, maintaining over 10% attack success rate.

Using the TSI/CTRI attacker [72], our LPC with
EfficientNet-B5 achieves the same success rate for both TSI
and CTRI attackers on ModelNet40. Without random ro-
tation, the result is 99.54%, but with random rotation, the
performance decreases to 67.33% which is significantly bet-
ter than PointNet (99.50% and 99.55% for TSI and CTRI,
respectively). Such results also demonstrate that random
rotation to point clouds as a means of data augmentation
improves not only accuracy but also model robustness.

Importance of gradients in finding successful adversar-
ial examples for LPC. To attack each point cloud, the four

targeted attackers in [62] conduct 10 random searches where
500 iterations are done to find the optimal adversarial sam-
ples. We notice that for PointNet, the best attacks could
occur at any time within these 500 iterations, but for our
LPC most optimal attacks happen at the first few iterations,
as shown in Fig. 7 with different learning rates for the per-
turbation attacker. This behavior indicates that, in order to
attack LPC, random search (a sampling based method) has
contributed more to most of the successful attacks, rather
than gradient-based iterations. With the increase of the learn-
ing rate, the gradients start to find more optimal adversarial
samples. However, as we illustrate in Fig. 8, with larger
learning rates, the adversarial samples will not look similar
to the original point clouds. For instance, with learning rate
of 1, the point cloud of airplane has been totally changed
to a mixture of smaller airplane point clouds, which is not
an adversarial attack anymore. To sum up, such analysis
again demonstrates the great potential of implicit gradients
in defending adversarial attacks.

5. Conclusion
In this paper, we aim to address the problem of robust

3D point cloud classification by proposing a family of novel
robust structured declarative classifiers, where a declarative
node is defined by a constrained optimization problem such
as the reconstruction of point clouds. The key insight in our
approach is that the implicit gradients through the declara-
tive node can help defend the adversarial attacks by leading
them to wrong updating directions for inputs. We formulate
the learning of our classifiers based on bilevel optimization,
and further propose an effective and efficient instantiation,
namely, Lattice Point Classifier (LPC). The declarative node
in LPC is defined as structured sparse coding in the permu-
tohedral lattice, whose outputs, i.e., barycentric weights, are
further transformed into images for classification using 2D
CNNs. LPC is end-to-end trainable, and achieves state-of-
the-art performance on robust classification on ModelNet40
and ScanNet using seven different adversarial attackers.

Limitations. Currently the projection in the permutohedral
lattice transformation in LPC is not learned but simply fixed
as initialization. Also more evaluations for demonstrating
the robustness of our approach across different backbone
networks and datasets are desirable. Therefore, in our future
work we will investigate more on how to properly learn the
projection with its physical conditions and conduct more
experiments to further demonstrate our robustness.
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