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Abstract

Malaria, a fatal but curable disease claims hundreds of
thousands of lives every year. Early and correct diagno-
sis is vital to avoid health complexities, however, it depends
upon the availability of costly microscopes and trained ex-
perts to analyze blood-smear slides. Deep learning-based
methods have the potential to not only decrease the burden
of experts but also improve diagnostic accuracy on low-cost
microscopes. However, this is hampered by the absence of
a reasonable size dataset. One of the most challenging as-
pects is the reluctance of the experts to annotate the dataset
at low magnification on low-cost microscopes. We present
a dataset to further the research on malaria microscopy
over low-cost microscopes at low magnification. Our large-
scale dataset consists of images of blood-smear slides from
several malaria-infected patients, collected through micro-
scopes at two different cost spectrums and multiple mag-
nifications. Malarial cells are annotated for the localiza-
tion and life-stage classification task on the images col-
lected through the high-cost microscope at high magnifi-
cation. We design a mechanism to transfer these annota-
tions from the high-cost microscope at high magnification to
the low-cost microscope, at multiple magnifications. Mul-
tiple object detectors and domain adaptation methods are
presented as the baselines. Furthermore, a partially su-
pervised domain adaptation method is introduced to adapt
the object-detector to work on the images collected from
the low-cost microscope. The dataset is available here:
http://im.itu.edu.pk/m5-malaria-dataset/

1. Introduction
Every year, on average, about 226 million cases of

malaria are reported in 87 countries and 425,600 of them re-
sult in fatalities1 [30]. Around 67% of all malaria deaths, in
2019, were of children under the age of five [30]. Malaria,
also named as a disease of the poor, mostly infects the popu-
lation in resource deficient tropical and sub-tropical regions
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Figure 1. (a) shows images captured using high-cost microscope
(HCM) at 1000x, 400x and 100x magnifications and (d) shows the
same for low-cost microscope (LCM). (b) and (c) shows malarial
cells from HCM and LCM respectively. Note that the images cap-
tured using HCM are clear and internal cells structures are more
evident as compared to that of LCM. HCM cost 17 times more
than LCM.

with a weak health care system. Although fatal, malaria is
preventable and curable. Even in developed countries, the
leading cause of death in malaria is considered to be a delay
in diagnosis and treatment [2]. Early detection not only al-
lows avoiding the medical complications but also prevents
further spread [20].

Although the testing kits are becoming common, micro-
scopic analysis of the stained blood slides is still considered
a gold standard malaria diagnosis [6, 17, 27, 28]. However,

http://im.itu.edu.pk/m5-malaria-dataset/


malaria microscopic analysis is a taxing process, requiring
the availability of expensive microscopes and trained ex-
perts. All these factors limit the accessibility to the early
and correct malaria diagnosis, specifically in remote and re-
source constraint areas. To tackle the subjectivity and short-
age of doctors, several microscopic malarial image analysis
methods have been proposed. This includes approaches us-
ing hand-crafted visual features [14, 23, 29, 39] and deep
learning based approaches [17, 28, 33, 41, 42]. To achieve
a good detection accuracy, these deep learning based algo-
rithms require large datasets and their accuracy is depen-
dent on the correctness of the annotation of these datasets.
Although appealing, the previously proposed methods do
not address the core limitations of malaria detection which
is to detect malaria on low-cost microscopes (as malaria
mostly occurs in resource-constraints areas) and on the low-
magnifications lens (for efficient diagnostics). To achieve
low-cost and efficient malaria detection using deep learn-
ing, it is vital to collect malaria data from the low-cost mi-
croscope and at lower magnifications.

Low-cost microscopes (LCM), although more than 70%
cheaper than high-cost microscopes (HCM) suffer from a
limited field of view (FOV) and less clear image due to the
low-quality lens (see Figure 1). Due to these limitations,
it is challenging and time-consuming for medical experts2

to find the malaria cells at LCM and to confirm the malaria
life-stage. On every microscope, the images could be cap-
tured at multiple magnifications such as 100x, 400x, and
1000x. Since 1000x makes the internal structure of cells
very clear, it is a standard practice by doctors to analyze
malarial slides at 1000x. FOV of 1000x is much smaller
than that of 400x and 100x (see Figure 2 and Section 3).
As compared to 1000x, at 100x or 400x a much larger por-
tion of blood-smear slide is visible at one time and there-
fore the whole slide could be traversed in less time for au-
tomatic malaria detection. Thus a higher accuracy at lower-
magnification will be beneficial for efficient analysis.

To cater the above-mentioned challenges with low-cost
microscopes, we put forward a new large scale multi-
microscope multi-magnification malaria (M5) dataset. Our
dataset contains images of the same slide regions cap-
tured using HCM and LCM and at multiple magnifications
(1000x, 400x, and 100x). As compared to the usual chal-
lenges faced in the data collection/annotations, computer-
aided malaria data collection suffers additional challenges.
First of all, the medical expert needs to manually locate
all the malarial cells regions in the high-cost microscope at
1000x slides. Due to the mechanical parts and the properties
of the lens, annotations collected in the high magnification
are not easily transferable to low magnifications. A slight
movement of the stage controls (due to manual manipula-
tion) results in a large shift of the view, especially in high

2Verified after contacting multiple doctors in different major hospitals.

magnification. As we move from high magnification to low
magnification, a portion of the slide in the center of the view
(in high magnification) might not remain in the center of the
view at the low magnification (see Figure 2 and Figure 3).
Also, every time, we transverse the slide or change the mag-
nifications, the slide needs refocusing. Capturing the same
HCM slide regions in LCM is further challenging. As we
move from the HCM to the LCM, FOV decreases resulting
in loss of annotations, even if the center area is perfectly
aligned (which itself is a challenging problem). Therefore,
to recover malarial cells regions manually for collection of
the dataset at multiple magnifications across multiple mi-
croscopes, we need to record and discover those locations
manually at millimeter accuracy.

Our dataset can not only be used for the malarial cell
localization and stage classification, but also for the across
microscopes domain adaptation task. We provide baselines
for both tasks on our dataset. Multiple object detec-
tors [22, 35, 36, 40] are trained and their results are reported
for HCM at multiple magnifications. As mentioned above,
annotations for HCM are challenging to obtain but still
comparatively easier than gathering annotations on LCM,
therefore, we show adaptation results for detectors trained
on HCM (source domain) to the LCM (target domain).
Finally, we also present our partially supervised domain
adaptation strategy and report state-of-the-art results. In
summary, this paper has following contributions:

1) We collect the first large-scale multi-microscope
multi-magnification malarial image dataset from the
thin-blood smear slides. Dataset has been annotated by a
medical expert with more than 20 years of experience, for
both the malarial cell localization and life-stage classifica-
tion tasks.
2) An annotation mechanism (consisting of multiple mobile
cameras and microscopes) is designed that records the
microscope’s x-y transnational control knobs positions to
speed up the data collection, handles issues of calibrations
across magnifications and also across microscopes.
3) We compute the baseline results of several object
detectors and domain adaptation methods on our dataset,
creating a benchmark for the computer-aided malaria
detection task.
4) Finally, utilizing the problem-specific constraints, a
partially supervised domain adaptation mechanism is
designed.

2. Related work
Recently, the vision community has shown a growing in-

terest in collecting large-scale medical imaging datasets and
bench-marking recent computer vision and deep learning
models on them. To make chest X-rays analysis low-cost
and scalable, Phillips et al., [32] presented a dataset contain-
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Figure 2. Top row presents the relationship between different mag-
nification lenses of microscope. The second shows that the patch
can appear at different locations in the same 400x FOV due to
manual movement of microscope’s stage.

ing pictures of chest X-rays captured by different mobile
phone cameras. To address commonly occurring thoracic
diseases, Wang et al., presented chest X-rays dataset [43]
with image-level labels and provided weakly supervised
baseline results. To facilitate Tuberculosis diagnosis, Liu
et al., [24] collected Tuberculosis X-ray (TBX11K) dataset
containing X-ray images along with corresponding bound-
ing box annotations. They provided experimental results of
different object detectors on their dataset. Recently, domain
adaptation strategies have been applied to medical imag-
ing [3, 21, 46].

Historically, taking a page from image analysis, several
malaria detection techniques were introduced using hand-
crafted visual features. Authors in [11, 12, 14, 34, 39] em-
ployed morphological operations to perform cell enhance-
ment and segmentation followed by malarial cell classifi-
cation using k-nearest neighbours, binary trees etc. Simi-
larly, authors in [19, 23, 29] extracted different visual fea-
tures such as SIFT [26], local binary patterns [4], and clas-
sified cells using support vector machines [10].

Recently, several deep learning-based approaches have
been presented for automatic malaria detection. Hung et
al., [17] proposed a two-stage malaria detection approach.
In their first stage, they applied Faster-RCNN to discrimi-
nate healthy versus malarial cells. During the second stage,
they employed AlexNet [18] for malarial stage classifica-
tion. Vijayalakshmi et al., [42] proposed to extract CNN
features from the VGG-16 network followed by SVM clas-
sification. Umer et al., [41] presented a stacked convo-
lutional neural network for malaria detection in thin-film
slides. Rajaraman et al., [33] and Mehanian et al., [28] an-
alyzed different CNN architectures for malaria detection on
thin blood smears and think blood smears respectively. Both
methods used traditional thresholding-based approaches for
cell segmentation. Finally, some malaria datasets have been
proposed recently [1, 5, 25, 38].

As compared to the above-mentioned approaches, our
main focus in this paper is to collect a multi-microscope
multi-magnification malaria dataset and evaluate different
CNN object detectors and domain adaptation methods.

3. Preliminaries
Malaria: Due to low cost, high sensitivity, and speci-
ficity, an optical microscope is a gold standard for diagnos-
ing malaria by examining thin blood smears [31]. This is
in contrast to Polymerase Chain Reaction (PCR) [14] and
Rapid Diagnostic Test (RDT) [13], which are either expen-
sive or have low accuracy. As compared to other malaria
types, malarial parasites named Plasmodium vivax (P. vi-
vax) are more common and fatal, therefore we collected
data from P.vivax infected patients. P.vivax has four stages
(classes) of development in the human body. These stages
are ring, trophozoite, schizont, and gametocyte. Classifica-
tion of a cell infected by malaria into these four classes is
crucial to identify the seriousness of the disease and for the
prescription of the best medication.
Relationship between different microscopes: The quality
and price of microscopes are governed by their field of view,
precise movement of the mechanical stage, and most im-
portantly the quality of the magnification lenses (e.g., plan
achromatic versus non-plan achromatic). The price range
for good quality microscopes is around several thousand
dollars. In our setup, the price of the high-cost microscope
(Olympus CX23) is around 3,000 USD and the price of
the low-cost microscope (XSZ-107BN) is around 160 USD.
The high-cost microscopes, although preferred by hematol-
ogists and lab technicians, are too expensive to be read-
ily available at all locations. At the same time, resource-
constrained areas have very few highly trained experts avail-
able. These two constraints result in the situation where au-
tomatic methods for the microscopic analysis of the slides,
especially for the low-cost microscopes are highly needed.
Relationship between different microscopic magnifica-
tions: The magnification of a microscope is measured
by eyepiece magnification × objective lens magnification.
Most of optical microscopes are equipped with three mag-
nification scales: 100x, 400x and 1000x which makes
cell/tissues look 100 times, 400 times, and 1000 times big-
ger respectively. Note that 1000x is also called immersion
oil magnification since oil must be placed on blood smear to
see clear cell structure at 1000x. In Figure 2 (top row), we
depict the relationship between different magnifications.A
FOV on 100x covers around 20 FOVs of 400x and almost
180 FOVs of 1000x. For clarity purposes, we manually
moved the patch of interest to the center location. In real-
ity, the same patch appear may appear in different locations
at different magnifications. The patch correspondence be-
tween magnifications is different for different microscopes
and is discovered during the microscope calibration step.



(f) The patch in 1000x view(g) Images captured with all 
three lenses

(h) Patches extracted (e) Moving the patch in 
1000x view field

(b) Finding 1000x patch in 100x 
view

(c)  Moving patch into 400x view 
field

(d) Finding 1000x patch in 400x 
view

(a) Setting up microscope and 
cameras

R
ec

o
rd

 
X

-c
o

o
rd

in
at

e
Record 
Y-coordinate

R
eco

rd
 Slid

e

400x 

1000x 1000x 

100x 100x 

1000x 

400x 
100x 

1000x 
400x 

100x 400x 1000x 

Figure 3. Steps to capture malarial region images at multiple magnification on HCM. (a) Initial image captured by hematologist at 1000x
along microscope’s stage x-y locations pictures, (b) captured image is detected at 100x view, (c) 100x view image is tracked to a new
location to be viewed at 400x, (d) The original 1000x patch is found in the 400x view followed by (e) tracking to new location to be found
at 1000x, (f) finally the original 1000x patch is found at 1000x. (g) and (h) shows the final extracted patches (See supplementary material).

As shown in the second row of Figure 2, due to the manual
setting (in millimeter) of the microscope’s stage, on repeti-
tion, the same patch can appear at different locations.

4. Dataset Collection Process

In the process of understanding the problem and data
collection, we contacted multiple health professionals and
multiple hospitals. Collecting the slides of malarial infected
patients and annotating them, was a challenge. During this
process, it was discovered that, due to the low quality of
visual information from the LCM, experts were reluctant to
use LCM for diagnosis or annotation. Therefore we decided
to only annotate data using HCM at 1000x. To tackle the
above-mentioned challenges, we propose to capture images
of malarial regions and annotations on HCM at 1000x and
then transfer these annotations to multiple magnifications in
and across microscopes.

Dataset collection consists of multiple steps and mul-
tiple people. Collecting the blood-smear slides from the
malarial-infected patients is itself a challenging process.
First of all, images of malarial regions are captured by
the expert hematologist, by traversing the slide on HCM
at 1000x, along with images of the exact microscope’s x-y
transnational control knobs coordinates. In addition, hema-
tologist provides helps localize (dropping a pin on) the
malaria-infected cells and identify their life-stage labels.
The operator then uses this information to draw the bound-
ing boxes. After that, we locate these malarial regions at
multiple magnifications on both HCM and LCM. These lo-
calizations are manually verified. The complete dataset is

finalized after intense efforts of several months. All per-
sonal information of patients has been removed to make the
dataset publicly available. Table 1 demonstrates the com-
parison of our dataset with existing malaria datasets. None
of the existing datasets capture malaria from different mi-
croscopes or at multiple magnifications.
4.1. Initial Malarial Image Collection

To annotate and collect images, we seek help from a
hematologist having more than 20 years of experience. An
annotation rig is designed, consisting of three mobile phone
cameras and microscopes. Expert traverses the slides to
identify both the images with the malarial cells and local-
ize and classify these cells. The mobile camera is mounted
on a microscope eyepiece using a cell phone stand (C1 in
Fig. 3 (a)), to capture the image. Since we are aiming at
a low-cost solution, we use a nominal price (<200 USD)
mobile phone camera (Honor 9x Lite) to capture images
without any post-processing. To transfer these annotations
from one magnification to other and across the microscope,
two cameras are set up (C2 & C3 in Fig. 3 (a)) around the
microscope to record the microscope’s stage x-y locations.
We need two cameras to avoid occlusion from microscopic
nose-piece objective lenses. This allows the more efficient
annotation and helps save experts time. Note that each im-
age is captured and each malarial cell is localized by the
hematologist.

4.2. Image Capturing on HCM

Our next task is to collect malarial images on different
microscopic magnification scales on HCM. As shown in



Figure 3 (b), after extracting the maximum size rectangu-
lar patch that covers most of the cells at 1000x, we search
that patch on 100x FOV. 100x FOV covers almost 180 FOV
of 1000x, as discussed in the Section 3 under Relationship
between different microscopic magnifications. We do not
search the patch on 400x directly from 1000x as the small
change in the stage location (due to the manual movement)
drastically changes the view and makes it almost impossible
to find the exact malarial patch. To search the patch in 100x
FOV, we employ keypoint detection (Speeded-Up Robust
Features (SURF) [7]) followed by RANSAC [15].

After cropping the patch in the 100x, we want to find the
patch in the 400x. However, the center visible in 100x mag-
nification does not map to the center of the view when mag-
nification is increased while keeping the x-y location fixed
(Figure 3 (c)). We perform cross magnification calibration
to identify where the region from the lower magnification is
shifted in higher magnification. A graphical interface is de-
signed to guide the operator to traverse the slide manually
such that the detected patch could move to the location that
can be seen after switching to a 400x magnification (look at
the green circle in Figure 3 (c)). Note that this step is ac-
complished by simultaneous manual movement of the slide
and real-time tracking of the patch. Global image alignment
is performed to track the patch across the frames as the op-
erator transverse the slide. Once the microscope magnifica-
tions is changed to 400x, 1000x patch is searched again in
the new FOV (Figure 3(d)). We need this search since the
patch may exist anywhere within 400x FOV due to manual
movement of the microscope’s stage by the operator.

Above steps are repeated as we move from 400x to
1000x magnification3 (Figure 3 (e), and (f)). Figure 3 (g)
and (h) shows the final patch extracted at 100x, 400x and
1000x. Note that we need to apply immersion oil at 1000x
and rinse it off at 100x and 400x from the slide for every
single image. The procedure is repeated for all malarial re-
gions.

4.3. Image Capturing on LCM

After capturing images at multiple magnifications on
HCM, our next task is to capture the same malarial regions
on LCM. Since we already have recorded stage x-y coordi-
nates of malarial regions of the slide on HCM, we manually
set the LCM stage to those coordinates. This step requires
across microscope stage calibrations as stage coordinate for
both microscopes for the same slide-location are shifted.

The overall procedure for finding the malarial patches
on LCM is similar to that of HCM except for a few changes
which we discuss below (see supplementary material). At
step (b), (d) and (f) shown in Figure 3, instead of patch from
1000x magnification, 100x, 400x, and 1000x magnification

3We search 1000x again to have a good quality picture of 1000x which
is sometime difficult in front of doctor due to time constraints.
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Figure 4. Transferring annotations across magnifications and
across HCM and LCM. The green boxes shows the malarial cells
that are not in the LCM FOV (as LCM has smaller FOV than
HCM). The black box’s annotations were missed during automatic
transformations and were included during manual verification.

patches from HCM are searched at 100x, 400x, and 1000x
FOV of LCM. The rest of the steps (c), (e) remain the same.

4.4. Malarial Cell Annotations on HCM and LCM

For any given malarial region annotated by an expert
hematologist with bounding box and class labels at 1000x
on HCM, these annotations are automatically transferred to
multiple magnifications across the microscope. To make
this transfer efficient, we first compute homography be-
tween the images using SURF feature point matching along
with RANSAC. Figure 4 summarizes the annotation trans-
fer process. Specifically, on HCM, we transfer the bound-
ing box annotations from 1000x to 400x and from 400x
to 100x. Annotations are transferred from 100x image of
HCM to 100x image of LCM. Finally, on LCM, the anno-
tations are transferred from 100x to 400x and from 400x to
1000x. Note that due to the difference in resolutions, image
quality, and FOVs, we often get poor key points matching
or insufficient features points to be matched to compute ho-
mography. Therefore, after automatic annotation transfer,
we manually verified each image to correct shifted bound-
ing boxes and put missing bounding boxes.

5. Evaluation Methods
We provide an initial benchmark by evaluating two types

of methods on our dataset. To compute the accuracy of
malarial cells detection as well as malarial-cell stage clas-



Malaria Dataset
Across
Micros.

Multi
Magn.

Malarial
cells BBX No. of

Images

BBBC041 [1] No No 2452 Yes 1364
Malaria655 [38] No No 557 No 655

MPIDB [25] No No 840 No 229
IML [5] No No 529 Yes 345

Our dataset Yes Yes 20,331* Yes 7542*

Table 1. Comparison of malaria datasets. Medical expert traversed
multiple slides identifying 1257 malarial regions using HCM at
1000x. Images corresponding to these locations were collected at
all the magnifications in both HCM and LCM microscopes result-
ing in the dataset of size 7542 (= 2 × 3 × 1257) and total number
of malarial cells 3×3624 (HCM) + 3 × 3153 (LCM) = 20331.

sification, we apply recent object detectors. Our experi-
mental results (Table 2) show that detector trained on HCM
performs poorly on LCM even on the same magnification.
Therefore, we evaluate a few recent domain adaptation ap-
proaches to improve detection accuracy across the micro-
scopes. Furthermore, we propose to use problem-specific
constraints to improve cross microscope detection accuracy.
Our key findings are that these problem-specific constraints
can be plugged-in into any domain adaptation approach and
can help improve cross-microscopes accuracy.

5.1. Object Detectors

To generate benchmark results on our dataset, we per-
form experiments using recent popular object detectors in-
cluding Faster R-CNN [36], YOLO-v3 [35], RetinaNet
[22], and FCOS [40]. YOLO [35], is a single-stage detec-
tor that divides the image into grids to achieve a fast in-
ference rate. RetinaNet [22] employs novel focal loss to
cater to the class imbalance. Instead of relying on a set of
pre-defined anchor boxes to compute proposals, FCOS [40]
uses the center point of objects to define whether a location
is positive and regresses the four distances from the center
to the object boundary. YOLO, RetinaNet, and FCOS are
single-stage whereas Faster R-CNN is a two-stage detector.

5.2. Domain adaptation Methods

Our benchmark object detectors report reasonable results
over the HCM (Table 2), however, their accuracy drops
when tested on LCM. Due to several factors including the
lens differences, images taken from the LCM exhibit con-
siderable domain shift from the ones taken from HCM. In
Figure 1, we present some of the sample images represent-
ing distribution shift. This shift is exhibited not only in
terms of change in color distribution but also that LCM im-
ages appeared to be more blurred and less clear, with the
fine-grain texture information reduced when compared to
the HCM images. We explore different domain adaptation
strategies to overcome domain shift.

Since Faster-RCNN has the highest mAP in comparison
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Figure 5. Partially supervised domain adaptation method. For de-
tails, see Section 5.2

to other detectors (Table 2), we evaluate the object detec-
tor domain adaptation strategies [9,37,44] that are based on
Faster RCNN on our dataset. Xu et al., [44] propose Graph-
induced prototype alignment for the domain adaptation and
report results on cityscapes to foggy-cityscapes datasets, a
case similar to ours. Chen et al., [9] controls the image and
instance-level shifts to avoid domain discrepancy at an opti-
mal level whereas [37] suggests strongly aligning the local
features and weakly aligning the global features to retain
the unique features of each domain that may help in better
inferences. However, all these methods are unable to tackle
the domain shift in our case, hence we propose a domain
adaptation method specific to our dataset.
Partially Supervised Domain adaptation Approach: Let
Dh = {(xhi , yhi )}

Nh

i=1 be the set of images obtained from the
HCM along with their annotations, and Dl = {(xli)}

Nl

i=1 be
the images obtained from LCM. We assume that both Dh

(source domain) and Dl (target domain) have same magni-
fication and Nh = Nl. Note that we do not have the anno-
tations for the Dl, however, we do have the correspondence
across the datasets. That is xhi ∈ Dh and xli ∈ Dl are ob-
tained by centering microscopes to the same region of the
slide. However, due to the decrease in FOV in the LCM,
regions captured in both microscopes might not be exactly
the same. In fact, xli might have slightly less number of
cells than the xhi . We use this correspondence information
to come up with the partially-supervised domain adaptation
strategy.

First, using the CycleGAN [45] Gh→l , we translate the
images xhi ∈ Dh to Dl. Thus creating an intermediate
fake-LCM domain Df = {(xfi = Gh→l(xhi ), y

f
i = y

h
i )}

Nh

i=1.
Different strategies are used to perform domain alignment
at different stages of Faster-RCNN. Since we have access
to the ground-truth for the intermediate fake-LCM domain
Df , we can use the standard loss functions (Lreg and Lcls)
to bridge the gap between the Dl and Dh. We introduce
ranking loss and triplet loss to align the feature extraction
and the region proposal network (RPN) across domains.

Let Fx be the feature volume being input to the RPN
and Sx ∈ R(H×W×K) be the objectness score output by



Training
Magnification FCOS RetinaNet YOLO Faster R-CNN

Test Magnification
1000x 400x 100x 1000x 400x 100x 1000x 400x 100x 1000x 400x 100x

1000x 36.8 13.5 0.0 43.1 29.7 0.0 62.8 36.7 0.0 66.8 31.3 0.0
400x 31.4 29.1 1.9 32.9 34.0 1.8 55.2 56.6 4.5 56.9 61.1 1.4
100x 9.4 14.8 8.9 10.2 15.4 16.3 10.5 3.9 20.1 25.4 31.9 31.5

Table 2. Experimental results of models trained and tested on different magnifications on HCM. The evaluation metric is mAP.

the RPN for K anchors when we input image x. Since,
xfi = Gh→l(xhi ) and xli are corresponding images across the
domain, RPN should have a similar response for both. In
order to minimize the difference between objectness score
of the proposed region from the RPN for fake-LCM and its
corresponding LCM image, we use the following ranking
loss:

Lr(xfi , x
l
i) =max(0, avg(Sxf

i
) − avg(Sxl

i
) − β), (1)

where β is the margin. Similarly based on the correspon-
dence across domains, we introduce the triplet loss to max-
imize the similarity between xfi and xli. Let xfi , xli and
xlj (i ≠ j) be anchor, positive and negative samples for
the triplet loss. Let fai = ψ(Fxf

i
), fpi = ψ(Fxl

i
) and

fni = ψ(Fxl
j
), where ψ is global average pooling function,

the triplet loss is defined as:

Lt =max(0, ∣∣fpi − f
a
i ∣∣22 − ∣∣fai − fni ∣∣22 + α), (2)

where α is the margin. The source domain model is adapted
using the standard Faster-RCNN loss-function for the xfi ∈
Df (images from the intermediate domain). For the images
from the Dl, the Lt and Lr help in domain alignment.

6. Experimental Results
6.1. Implementation details

All the object detectors are trained using mmdetection li-
brary [8]. ResNet-50 [16] (pre-trained on Imagenet) with
feature pyramid network is used as backbone except for the
YOLO [35] which uses the Darknet53 [35]. We use stochas-
tic gradient descent with a base learning rate of 0.01 and
momentum of 0.9 for all detectors except for the FCOS [40]
where we set the base learning rate to 0.001. All models are
trained for 30 epochs except 100 epochs for the YOLO [35]
and the learning rate is divided by 10 after the eighth and
twelfth epoch. Faster-RCNN based methods domain adap-
tation [9, 37, 44] are evaluated using the author’s provided
codes. β and α are chosen 0 and 1, respectively.
Dataset splits: Our train set contains 66.5% of the total im-
ages and also around 66% of each malaria class; our test
set contains 30% of the total images and from 27% to 30%
of each malaria class and finally, our validation set contains
3.5% of the total images and from 3.5% to 5.5% of each

malarial class. We have same division across all the magni-
fications (i.e., 100x, 400x and 1000x) and across the micro-
scope (HCM and LCM), with corresponding images being
in the same split across magnifications and microscopes.

6.2. Experimental results of Object Detectors

Table 2 shows results of above mentioned detectors
when trained separately for all three magnification levels
on HCM. Faster R-CNN exhibits overall better mAP (mean
average precision). In almost all the experiments, the best
results are obtained when both training and testing are done
on the same magnification level. For all detectors, the de-
tection accuracy is quite low at 100x even when the model
is trained on 100x. We believe that this is because even on
HCM, the internal structure of cells (which is important for
malarial cell detection and stage classification) is not clearly
visible at 100x (Figure 1). Due to low accuracy at 100x, we
decided to focus only on 1000x and 400x for later exper-
iments. Where models trained on 400x magnification give
reasonable results on the 1000x (even comparable to models
trained on 1000x), vice versa is not true. This could be at-
tributed to the fact that supervised deep learning models are
infamous for learning shortcuts and over-fitting the domain.
Whereas noise and less fine-grained texture information in
400x images allow the model to be more robust. Since the
FOV at 400x covers around 20 FOVs of 1000x, we can scan
the blood smear slide and perform malarial cell detection
about 20 times faster at 400x as compared to scanning at
1000x.

6.3. Experimental results of Domain adaptations

The experimental results of adapting from one magni-
fication in HCM (source) to a similar magnification in the

Methods Source = HCM, Target = LCM
1000x→ 1000x 400x→ 400x

Xu et al. [44] 15.5 21.6
Saito et al. [37] 24.8 21.4
Chen et al. [9] 17.6 21.5
Source only 17.1 26.7

Fine Tuning on fake-LQM 33.3 31.8
Ranking loss 35.7 32.4
Triplet loss 37.2 32.2

Ranking+Triplet loss 37.5 33.8

Table 3. Results (mAP %) of domain adaptation methods.



(a) (b) (c) (d) (e)
Figure 6. Each row represents different malarial regions of LCM 1000x. ◻, ◻, ◻ represent gametocyte, ring, and trophozoite respectively.
(a) ground truths, (b) results of source only model, (c) results for HCM trained model, fine-tuned on fake LCM with ranking loss. (d) shows
results when model trained on HCM, fine-tuned on fake LCM with triplet loss, and (e) shows results with both Ranking & Triplet loss.

LCM (target) are detailed in Table 3. The method proposed
in [37], outperforms the other two off-the-shelf algorithms.
One reason could be that it has explicit local alignment and
malaria cell localization is less dependent upon the context.
However, results are still lacking.

The experimental results with ranking loss and triplet
loss show a significant improvement as compared to other
methods. Triplet loss works better on 1000x as compared to
ranking loss and ranking works better at 400x as compared
to triplet loss. Both losses have a complementary effect as
their combination improves the overall results. For compar-
ison, we present results of FasterRCNN trained on HCM
(source only) and also model fine-tuned on the fake-LCM
(since we have ground truth for that). Note that we do not
have ground truth for the training part of LCM. We eval-
uated our method for the across magnifications adaptation.
For For FasterRCNN, HCM (1000x) to LCM (400x) with
our approach mAP improves from 1.4 to 13.2. Adaptation
was not successful for HCM (400x) to LCM (100x).

6.4. Qualitative Analysis

Some of qualitative examples when model is trained on
HCM (1000x) and tested on LCM (1000x) with and with-
out domain adaptation are shown in Figure 6. The first row
shows that source only model in (b) successfully detects
trophozoite but is unable to detect the ring. Equipped with
triplet loss, our model is able to predict the missing ring
successfully. The second row shows that although ranking
and triplet loss give a false positive at different locations,
their combination results in false-positive removal, on the

other hand, the source-only model does not provide any de-
tection. Finally, in the third row, we showed a failure case.
As compared to the source model, our model is able to de-
tect several rings, however, it misses the ring at the bottom.
Also, neutrophil has been miss-classified into trophozoite
due to its appearance similarities. We consider these re-
sults quite encouraging since adapting from the image in the
clear domain to the ones with less fine-grain information is
a challenging task.

7. Conclusion

We have attempted making malaria detection low-
cost and efficient. To this end, we have collected a
large-scale multi-magnification, multi-microscope malaria
dataset. Furthermore, we benchmark different popular
object detectors and domain adaptation methods on our
dataset. We believe that this dataset will pave the way for
future research in developing algorithms that can work with
low-cost microscopes. The malaria-cycle stage contains in-
herent class imbalance because most blood samples are usu-
ally gathered at the middle of the malaria life cycle when
patients show symptoms. Our future work will be to focus
on designing detectors that handle class imbalance.
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Mikael Lundin, and Johan Lundin. A malaria diagnostic
tool based on computer vision screening and visualization
of plasmodium falciparum candidate areas in digitized blood
smears. PLoS One, 9(8), 2014. 2, 3

[24] Yun Liu, Yu-Huan Wu, Yunfeng Ban, Huifang Wang, and
Ming-Ming Cheng. Rethinking computer-aided tuberculo-
sis diagnosis. In 2020 IEEE/CVF Conference on Computer
Vision and Pattern Recognition (CVPR), pages 2643–2652,
2020. 3

[25] Andrea Loddo, Cecilia Di Ruberto, Michel Kocher, and Guy
Prod’Hom. Mp-idb: The malaria parasite image database for
image processing and analysis. In Sipaim–Miccai Biomedi-
cal Workshop, pages 57–65. Springer, 2018. 3, 6

[26] David G. Lowe. Distinctive image features from scale-
invariant keypoints. Int. J. Comput. Vision, pages 91–110,
2004. 3

[27] Blaine Mathison and Bobbi Pritt. Update on malaria diag-
nostics and test utilization. Journal of Clinical Microbiology,
55, 04 2017. 1

https://bbbc.broadinstitute.org/BBBC041
https://bbbc.broadinstitute.org/BBBC041
https://www.cdc.gov/malaria/diagnosis_treatment/diagnosis.html
https://www.cdc.gov/malaria/diagnosis_treatment/diagnosis.html
https://www.cdc.gov/malaria/diagnosis_treatment/diagnosis.html
https://www.synapse.org/#!Synapse:syn22083820/wiki/603200
https://www.synapse.org/#!Synapse:syn22083820/wiki/603200
https://www.synapse.org/#!Synapse:syn22083820/wiki/603200


[28] Courosh Mehanian, Mayoore Jaiswal, Charles Delahunt,
Clay Thompson, Matt Horning, Liming Hu, Travis Ostbye,
Shawn McGuire, Martha Mehanian, Cary Champlin, et al.
Computer-automated malaria diagnosis and quantitation us-
ing convolutional neural networks. In Proceedings of the
IEEE International Conference on Computer Vision Work-
shops, pages 116–125, 2017. 1, 2, 3

[29] Angel Molina, Santiago Alférez, Laura Boldú, Andrea
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