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Abstract

Large-scale pre-training has brought unimodal fields
such as computer vision and natural language process-
ing to a new era. Following this trend, the size of multi-
modal learning models constantly increases, leading to an
urgent need to reduce the massive computational cost of
finetuning these models for downstream tasks. In this pa-
per, we propose an efficient and flexible multimodal fusion
method, namely PMF, tailored for fusing unimodally pre-
trained transformers. Specifically, we first present a mod-
ular multimodal fusion framework that exhibits high flex-
ibility and facilitates mutual interactions among different
modalities. In addition, we disentangle vanilla prompts
into three types in order to learn different optimizing objec-
tives for multimodal learning. It is also worth noting that
we propose to add prompt vectors only on the deep layers
of the unimodal transformers, thus significantly reducing
the training memory usage. Experiment results show that
our proposed method achieves comparable performance to
several other multimodal finetuning methods with less than
3% trainable parameters and up to 66% saving of training
memory usage.

1. Introduction
Recent years have witnessed the great success of large-

scale pretrained language models [8,31,32] and visual mod-
els [6,10,23,39], leading to a surge of pretrained multimodal
models [13, 14, 43, 47, 48] trying to align different modali-
ties. Many prior methods utilize finetuning to update the
entire set of model parameters for every target cross-modal
task. Although finetuning can achieve good performance,
it requires a large number of computational costs since the
gradients and optimizer states for all parameters of multi-
modal models have to store. Therefore, it encourages re-
searchers to propose more parameter-efficient methods than
finetuning for multimodal learning.

Figure 1. Comparison over three multimodal classification
tasks. We compare our proposed PMF and PMF-Large with mul-
tiple finetuning (yellow) and prompt-based (purple) methods. The
y-axis is the average score of three tasks, and the x-axis is the
maximum GPU memory usage during training.

More recently, prompting tuning [17, 19, 21, 22, 29] is
proposed to address this problem by freezing all parame-
ters of a pretrained model while tuning only the continuous
prompts. Specifically, it adds trainable continuous prompts
to the original token sequences of input data. During train-
ing, only the continuous prompts are updated. For multi-
modal prompt-based learning, a most recent method [20]
proposes to disentangle the functionality of the pretrained
model which exhibits high flexibility. Although this method
significantly reduces the tuned parameters (e.g., less than
0.1% of the pretrained model), there still exists a large per-
formance gap between it and the finetuning-based methods.
In addition, this method adopts a sequential modular struc-
ture that the pretrained image transformer model is followed
by a language transformer model, which causes two main
problems in cross-modal learning: a one-way path learn-
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ing and a significant increase in the number of model lay-
ers. Specifically, a one-way path learning in the multimodal
model usually forces one modality to align with others, but
not vice versa. In this way, cross-modal learning based
on multiple different modalities is not fully explored due
to the missing mutual alignments. Since the prompts are
added to the token sequences of input data and are updated
in the training, they require extensive gradient calculations
in the backward propagation which cost numerous memory
usages. As a result, this kind of method does not reduce the
memory usage during training by much (up to 20%) though
it reduces the number of parameters to update. In other
words, this parameter-efficient method still requires mas-
sive computational resources which prevents it from being
applied to many real-world applications.

To address these issues, we propose a Prompt-based
Multimodal Fusion method with a high memory efficiency,
namely PMF. Firstly, we present a new form of modu-
lar multimodal fusion framework which demonstrates high
flexibility and facilitates a two-way interaction among dif-
ferent modalities. Specifically, we adopt a two-stream struc-
ture where the pretrained language model and image model
construct the multimodal model in a parallel way. There-
fore, tokens of different modalities can learn mutual inter-
actions through a cross-attention-like operation. Such a par-
allel modular structure brings two benefits. First, unimodal
pretraining can be directly utilized for multimodal learn-
ing through a parallel combination, eliminating the need for
paired multimodal datasets that can be expensive to con-
struct. Also, the type of image or language model can be
changed easily (e.g., replacing BERT with T5 for text gen-
eration tasks). Furthermore, incorporating extra modalities
is made possible based on the parallel modular structure.

Moreover, we propose to leverage three types of inter-
active prompts (i.e., query prompts, query context prompts,
and fusion context prompts) in order to dynamically learn
different objectives for multimodal learning. Intuitively, the
query context prompt and query prompt can be seen as a
pair of ‘questions’ and ‘answers’ with an aim of extracting
necessary information for exchange between two modali-
ties. After being translated by a non-linear mapping ‘trans-
lator’, the ‘answer’ is then delivered to the other modality
for better cross-modal understanding. Finally, the fusion
context prompts then provide the context to the delivered
answer to facilitate the fusion.

Last but most importantly, PMF is a memory-efficient
method that significantly reduces the memory requirements
for the large pretrained model. Considering that calculat-
ing gradients for prompts for back-propagation is memory-
consuming, we propose to add prompts only on the deep
layers of the utilized unimodal transformers. Therefore, in-
stead of passing through the entire multimodal model, the
backward propagation only needs to pass through the deep

few transformer layers to reach all trainable parameters,
greatly reducing the training memory usage. We conduct
extensive experiments to demonstrate the superior of it in
our experiments. As a result, PMF enables large pretrained
models to be trained on the GPU with a low memory re-
quirement.

We conduct extensive experiments on three vision-
language datasets: UPMC-Food101 [38], MM-IMDB [2],
and SNLI-VE [41]. Through comparisons with multiple
finetuning and prompt tuning methods (see in Fig. 1), we
find that: (1) PMF is the most memory-efficient method
for cross-modal learning so far, which reduces the train-
ing memory usage by up to 66% compared with finetuning
baselines, and by 55% compared with prompt-based meth-
ods. (2) PMF can perform comparably compared to prior
fine-tuning methods with much fewer trainable parameters
(less than 2.5%) and memory usage.

Concretely, our contributions are as follows: (1) we
present a new form of modular multimodal fusion frame-
work which enables two-way interactions between differ-
ent modalities and high flexibility of the entire model; (2)
we disentangle vanilla prompts into three types of prompts,
in order to dynamically learn different objectives for multi-
modal learning; (3) our proposed method is quite memory-
efficient yet is able to achieve comparable performance with
existing finetuning methods for multimodal fusion.

2. Related works
Multimodal Fusion. Multimodal fusion methods aim to
simultaneously process the input of different modalities,
such as audio-video [27], vision-language [2, 15], and in-
puts from different types of sensors [42], etc. In this paper,
we specifically focus on the fusion of vision-language in-
puts, though our proposed strategy is compatible with other
modality pairs as long as there are unimodally pretrained
transformers for these modalities.

Our work is in line with deep learning-based multimodal
fusion strategies [16, 18, 26, 28, 33, 34, 44]. In this line of
work, [15] proposed a framework whose vision encoder
solely serves as a mapping tool to encode the raw images
to the token space of the text encoder. Such an architec-
ture is widely used in the later multimodal fusion research
[20, 26, 34]. Differently, [27] used a dual-encoder architec-
ture with bottleneck fusion tokens to exchange information
between two encoders for video-audio fusion. Our work has
a similar architecture as in [27]. But our proposed method
completely freezes the unimodal encoders and uses an in-
teractive prompting technique for more efficient fusion.

Another important line of multimodal fusion work is
through pretraining with the large-scale datasets, mostly
achieved by self-supervised learning algorithms [1, 11, 24,
30, 36, 37, 45]. This line of works can be roughly divided
into two kinds by their architectures. The first kind has



Task Type Pretraining Type Method

Unimodal Unimodal P-Tuning [22], VPT [12]
Unimodal Multimodal CoOp [47], MAPLE [14]
Multimodal Multimodal PI-VL [13], PTGM [43]
Multimodal Unimodal BlindPrompt [20], PMF

Table 1. Prompt-based methods categorized by model pre-
training types and downstream task types. Our proposed PMF
falls into the last category which utilize unimodally pretrained
transformers for multimodal tasks.

a dual-encoder structure where image and text are treated
separately, such as CLIP [30] and ALIGN [11]. The other
kind simultaneously processes the vision and language in-
puts with cross-attention or self-attention over a longer se-
quence from two modalities. Our proposed method dif-
fers from these self-supervised architectures in that the in-
dividual components used in our model are unimodally pre-
trained with much less data. This difference directly results
in a huge performance gap because of the lack of multi-
modal information in the pretraining stage. However, using
unimodally pretrained models enables a much more flexi-
ble architecture. It has great potential in multimodal tasks
where modality-paired large-scale pretraining data is not
available, or when more advanced unimodal encoders are
proposed in the future.
Prompt Tuning. As shown in Tab. 1, prompt-based meth-
ods can be roughly divided into four major categories in
terms of the modalities of the pretrained model and the
downstream tasks. Prompting techniques originally apply
on unimodally pretrained transformers for unimodal natural
language processing (NLP) tasks [17, 19, 21, 22, 29]. Pre-
trained GPT-3 can be simply leveraged with handcrafted
prompts, which are some manually chosen words preceding
the input text [4]. Then [22] and [17] proposed to change
the handcrafted prompt to trainable continuous prompts and
only update the prompt vectors during the training. Later
on, [19] and [29] proposed to use prompt tuning in every
hidden layer in the pretrained transformer instead of the in-
put embeddings only. VPT [12] first applied prompt tuning
to the vision transformer.

For methods that prompt multimodally pretrained mod-
els for unimodal tasks, many recent works apply prompt
tuning to pretrained vision-language models (i.e. CLIP
[30]) for unimodal vision tasks [3, 14, 25, 46, 47]. An-
other type of prompt-based method apply to the multi-
modal pretrained model for multimodal tasks [13, 43]. [13]
adds prompts to an encoder-decoder one-for-all multimodal
transformer, achieving comparable performance with fine-
tuning with improved robustness against adversarial attacks.
The method used in [13] is simple but effective, showing
that prompting methods works well with powerful and com-

plex multimodally pretraining models.
Our proposed fusion strategy is different from the above

methods and falls into the last category where prompts are
used to fuse pretrained unimodal models for multimodal
tasks. Sharing the same architecture design with [15, 34],
[20] uses prompt to align the feature extracted from raw
images to the token space of pretrained language model.
They achieved comparable performance to several multi-
modal fusion methods in low-resource settings but under-
perform fine-tuning baselines by a large margin with full
data. Compared with them, our proposed PMF not only
is more memory-efficient but can also perform comparably
with fine-tuning baselines with full data.

3. Prompt-based Multimodal Fusion

In this section, we describe our proposed Prompt-based
Multimodal Fusion strategy (PMF). We begin by sum-
marising unimodal transformers developed for vision and
language tasks in Sec. 3.1. Then we describe the base fea-
ture extraction process in Sec. 3.2. Lastly, we give a detailed
description of how PMF integrates two unimodal trans-
former layers into a multimodal one via interactive prompt-
ing in Sec. 3.3.

3.1. Unimodal Transformers

Vision Transformer (ViT) [9] adapts the Transformer
[35] architecture with minimum modifications. The RGB
image input ximg ∈ Rh,w,c is first cut into Nimg non-
overlapping patches and then linearly projected into a se-
quence of embeddings z with each zi ∈ Rd. Differently, the
language Transformer first tokenizes raw text to Ntxt one-
hot word embeddings and then converted these discrete vec-
tors into a sequence of Ntxt continuous embeddings. The
resulting continuous embedding for both Language Trans-
former and Vision Transformer share the same structure as
follows:

z = [CLS, z1, z2, ..., zN ] (1)

where CLS is a special token prepended to the sequence
so that its representation at the final layer can be used as
the representation of the whole sequence for classification.
Please note that the two unimodal transformers have dif-
ferent CLS tokens. The continuous embedding z is then
fed into a transformer encoder which consists of L trans-
former layers. For each transformer layer, the input passes
through modules including multi-head self-attention, layer
normalization, multilayer perceptron, and finally added to
the original input with a residual connection.

3.2. Unimodal Base feature Extraction

As shown in Fig. 2, the image and text inputs are first
processed and fed into the unimodal transformer layers to



Figure 2. Prompt-based multimodal fusion strategy (PMF) applied to vision-language inputs. In the forward propagation, image and
text inputs are first embedded into continuous token sequences and fed to the unimodal transformer layers for base feature extraction. The
base features from both modalities then pass through multiple prompt-based multimodal fusion layers to get the feature of two CLS tokens
for final classification. In the backward propagation, only multimodal fusion layers take part in the calculation of gradients, greatly saving
memory usage during training. All pretrained parameters in both transformers are frozen during the training.

extract base features, respectively. At this stage, each en-
coder works exactly the same as they did in unimodal tasks.
Here we denote the starting fusion layer as Lf . And the
base feature extraction of each encoder can be denoted as:

zl+1 = TransLayerl(zl; θ) if l < Lf (2)

where θ stands for the pretrained parameters. A smaller Lf

leads to an earlier fusion and a larger Lf leads to a later
fusion. A detailed discussion of the impact brought by dif-
ferent Lf can be found in Sec. 4.5.

3.3. Multimodal Fusion Layer

The extracted unimodal base features are then passed
through multiple multimodal fusion layers, each consisting
of a ‘querying stage’ and a ‘fusion stage’, as shown in Fig. 3
The querying stage focus on the extraction of what is nec-
essary to pass, and the fusion stage focus on fusing the ex-
tracted information delivered from the other modality.

This two-stage setting makes the vanilla prompt train-
ing entangled with different learning objectives. There-
fore, we propose to decouple the vanilla prompts into three
kinds: ‘query prompt’ (QP, denoted zqp), ‘query context
prompt’ (QCP, denoted zqcp), and ‘fusion context prompt’
(FCP, denoted zfcp) to dynamically learn different objec-
tives for multimodal learning. According to the modality
where prompts are used, each kind of prompt can be further
specified as z∗ and z′∗ to distinguish from each other (e.g.
zfcp and z′fcp).

As shown in Fig. 3, QP and QCP are used in the querying
stage and the FCP is used in the fusion stage. As suggested
by their names, QP is to query information from the uni-
modal input sequence, QCP is to help this process by pro-

viding extra context to the query. QP and QCP like a pair
of ‘questions’ and ‘answers’, translated by the non-linear
mapping. As for FCP, it is responsible for providing the
context to the fusion in the fusion stage. We now introduce
how these three kinds of prompts interact with each other in
the two stages of each multimodal fusion layer.
Querying Stage. We first concatenate corresponding QP
and QCP to the input sequence z. The resulting input se-
quence after the concatenation is:

[zl||zlqcp||zlqp] (3)

where ’||’ denotes the concatenation operation. Then we
feed the concatenated sequence to the unimodal transformer
layer, which can be denoted as:

[ẑl||ẑlqcp||ẑ
l
qp] = TransLayerl([zl||zlqcp||zlqp]; θ) (4)

After the forward propagation, the output of QP ẑlqp is
extracted as the queried information to be used in the fol-
lowing fusion operations. It should be noted that though
ẑlqcp will not be used in the following fusion operations, it
has played an important role by providing the context of
query in the querying stage.

The queried fusion intermediate ẑlqp is then mapped to
the representation space of the other modality through a
non-linear mapping function:

yl
qp = f l(ẑlqp) (5)

where f is a non-linear mapping function. Specifically, a
mapping function consists of two linear layers with a bot-
tleneck structure to reduce dimension and only the first lin-
ear layer has a ReLu function. Each fusion layer l has two



Figure 3. Prompt-based multimodal fusion layer. We propose to use three kinds of interactive prompts to achieve the fusion/exchange
of information from two modalities. We use ‘query prompt’ (zqp, z′qp) and ‘query context prompt’ (zqcp, z′qcp) in the querying stage to
extract what is necessary, after a non-linear mapping, the extracted information is then fused to the other modality with the help of ‘fusion
context prompt’(zfcp, z′fcp) in the fusion stage. Yellow and green elements stand for language and vision modalities, respectively. Red
boxes indicate trainable modules.

mapping functions f l and f ′l, building a two-way interac-
tion among different modalities. Note that the non-linear
mapping functions contain more than 95% of the trainable
parameters in PMF.
Fusion Stage. We first concatenate the mapped fusion in-
termediates yl

qp to the original input sequence z′l and FCP
z′lfcp of the other modality. Then we feed the concatenated
sequence to the unimodal transformer layer of the other
modality to complete a one-way fusion. These two pro-
cesses can be together denoted as:

[z′l+1||ẑ′lfcp||ŷ
l
qp] = TransLayerl([z′l||z′lfcp||yl

qp]; θ
′)

(6)
where [∗]′ means [∗] from the other modality.

Finally, the output of two unimodal transformer layers
zl+1 and z′l+1 are together as the output of the multimodal
fusion layer and fed to the higher layers. The entire multi-
modal fusion process can be concluded as:

[zl+1||z′l+1] = FusionLayerl([zl||z′l]; θ, θ′) if Lf ≤ l
(7)

After the multimodal fusion is complete, we take the out-
put representation of CLS token zLCLS and z′LCLS to two dif-
ferent linear classifiers and average the pre-softmax logits
for classification. Mathematically, such a classifier setting
is equivalent to feeding the classifier with the concatenated
features when a linear classifier is used, except for a differ-
ent scale of gradient caused by the averaging operation.

4. Experiments
In this section, we analyze the performance of our pro-

posed PMF on three multimodal datasets and aim to answer
the following questions: (1) How efficient is the PMF and
does PMF perform well (Sec. 4.4)? (2) What factors affect
the effectiveness of PMF (Sec. 4.5)? In addition, we ex-
plore the PMF equipped with larger transformers and its im-
pact brought to the performance and memory efficiency in

Sec. 4.6. Lastly, we introduce a Neural Architecture Search
(NAS) method to automatically search for the preferable fu-
sion structure for PMF in Sec. 4.7.

4.1. Datasets and Metrics

UPMC Food-101 [38] is a multimodal classification
dataset, which contains food images with textual recipe de-
scriptions for 101 kinds of food. UPMC Food-101 contains
a total of 90,840 image-text pairs with a size range between
790 and 956 pairs for different classes. As the dataset only
has training and testing sets, we follow [15] and create a
validation split of 5000 samples from the training set.
MM-IMDB [2] is a multimodal multi-label classification
dataset, which contains movie plot outlines and movie
posters. The task is to predict the genre of movies. This
dataset contains 25,956 image-text pairs for 23 classes with
a long-tail distribution.
SNLI-VE [41] is a multimodal classification dataset for the
visual entailment tasks, which is to reason about the rela-
tionship between an image premise and a text hypothesis
into entailment, contradiction, or neutrality. SNLI-VE con-
tains a total of 565,286 image-text pairs. Please note that
we only use image premise and text hypothesis in the input,
which is different from the settings in some other papers
where text premises are also used in the inputs [43].

We report accuracy for UPMC Food-101 and SNLI-VE,
and Macro/Micro-F1 scores for MM-IMDB as metrics.

4.2. Existing Methods and Baselines

We report the performance of several baselines and ex-
isting methods. First, we report the performance of finetun-
ing unimodal models (i.e. BERT [8], ViT [9]) to verify the
effectiveness of multimodal fusion. Specifically, we take
the output representation of CLS token of the last layer in
ViT and BERT, and feed it into a linear classifier. We also
report the performance of VPT [12] and a prompt-based
BERT (denoted P-BERT) for a better comparison. For VPT



Method
Updated Param.

(Million)
Memory Usage (GB)

Train/Inference
SNLI-VE Food-101 MM-IMDB Avg.

Linear - 3.76 / 3.23 50.05 78.96 49.76 / 56.83 60.77
ViT 86.5 9.36 / 1.99 33.33 74.69 38.39 / 49.88 50.72
BERT 109.0 30.82 / 2.79 69.82 87.44 58.91 / 64.31 72.96
LateConcat 196.0 38.54 / 3.36 70.01 93.29 59.56 / 64.92 75.18
MMBT∗ 196.5 37.87 / 3.48 74.69 94.10 60.80 / 66.10 77.41
MBT∗ 196.0 38.00 / 4.06 74.02 93.56 59.60 / 64.81 76.60
VPT - 6.12 / 2.01 33.33 72.55 35.22 / 44.49 48.58
P-BERT - 28.13 / 2.99 63.28 81.07 48.67 / 54.58 65.33
PromptFuse - 29.57 / 3.55 64.53 82.21 48.59 / 54.49 66.09
BlindPrompt - 29.57 / 3.65 65.54 84.56 50.18 / 56.46 67.81
P-LateConcat 0.3 30.82 / 3.43 63.05 89.03 53.91 / 59.93 69.67
P-MMBT 0.9 30.90 / 3.48 67.58 86.58 52.95 / 59.30 70.10
PMF (M=4, Lf=10) 2.5 12.84 / 4.08 71.92 91.51 58.77 / 64.51 75.02
PMF-large (M=4, Lf=22) 4.5 18.44 / 6.42 72.10 91.68 61.66 / 66.72 75.99

Table 2. Multimodal classification performance. PMF achieve comparable performance to the finetuning baselines with less than 3%
of trainable parameters and up to 66% of training memory usage. MM-IMDB is F1-Macro / F1-Micro, others are accuracy. We report
the maximum memory usage in training and evaluating UPMC Food-101 for each method. We report mean performance over 3 runs with
different random seeds. ‘-’ means trainable parameter less than 0.1 M. PMF-Large uses bert-large and vit-large models (24 hidden layers)
while others use bert-base and vit-base models (12 hidden layers). M is the prompt length and Lf is the starting fusion layer.

and P-BERT, the input sequence to each transformer layer
is concatenated with a prompt vector, whose length is set
to 10. And the concatenated prompt vectors and the final
linear classifier are the only updated modules in training.

In addition, we compare against a strong baseline
method which concatenates the output features of CLS to-
kens of ViT and BERT, and feed the concatenated feature
to a linear classifier, denoted as LateConcat. In this case,
the input to the classifier is (768 + 768)-dimensional. Be-
sides, we also introduce Linear, which shares the same ar-
chitecture with LateConcat with the only difference in the
updated modules. Linear only updates the linear classifier
while LateConcat updates all parameters during training.

We reimplement MMBT (denoted MMBT∗) [15] and
MBT (denoted MBT∗) [27] with a vit-base model as
the vision encoder and a bert-base model as the text en-
coder for fair and controlled comparison. We set the fusion
layer Lf = 8 and use 4 fusion tokens in MBT as recom-
mended in the original paper.

We also propose a prompt-based MMBT and a
prompt-based LateConcat, denoted as P-MMBT and P-
LateConcat, respectively. In P-MMBT and P-LateConcat,
we apply deep prompt tuning on both vision and language
encoders, which are pretrained backbones with frozen pa-
rameters during training. We set the prompt length in each
layer of two encoders to 10, totalling 240 prompt vectors.
Similar to VPT and P-BERT, P-LateConcat only updates
the final linear classifier and prompt vectors during train-
ing. Compared with P-LateConcat, P-MMBT have an extra

linear projection layer and a smaller linear classifier to train.
Lastly, we report the performance of PromptFuse and

BlindPrompt [20], both proposed in the only existing paper
which leverages unimodally pretrained models for multi-
modal fusion through prompting. We set the prompt length
to 20 as recommended in the original paper.

4.3. Implementation Details

Pretrained Backbone and Initialization. Unless
otherwise noted, we use an ImageNet-21k [7] pre-
trained vit-base model for the vision encoder and a
bert-base-uncased model for the language encoder
in all experiments. All pretrained checkpoints are from hug-
gingface [40]. All prompt vectors are initialized through a
Gaussian distribution (mean=0, std=0.02).
Network Training. We use SGD optimizer in all experi-
ments with momentum set to 0.9 and weight decay set to
1e−4. The batch size is set to 64 for SNLI-VE, and 32 for
UPMC Food-101 and MM-IMDB. Cross entropy loss is ap-
plied in all experiments and the class labels are weighted
by their inverse frequency for UPMC Food-101 and MM-
IMDB. More details are in the supplementary material.

4.4. Main Results

PMF is most memory-efficient. As shown in Tab. 2, PMF
is the most memory-efficient multimodal fusion model of
all existing prompt-based methods and baselines. PMF can
save up to 66% of training memory usage compared with
finetuning baselines. Even compared with the existing most



QP Mapping f QCP FCP MM-IMDB

48.80/56.38
✓ 45.38/53.34

✓ 43.56/51.43
✓ ✓ 54.92/62.25
✓✓ ✓ 57.98/63.69
✓ ✓ ✓ 58.30/64.07
✓ ✓ ✓ 58.34/64.15
✓ ✓ ✓ ✓ 58.63/64.23

Table 3. PMF Component Ablation. There are four types of
trainable modules in our proposed PMF. We set the fusion layer
Lf = 10 and add different components one at a time to see their
individual impact. All prompts with ✓have a length of 4, and
prompts with ✓✓have a length of 8.

Figure 4. Model Performance and Training Memory Usage
under different fusion layers Lf . We set the prompt length
M = 4 for every prompt vector with different fusion layer
Lf = 0, 2, 4, 6, 8, 10, 12.

memory-efficient prompt-based multimodal method, PMF
still saves an extra of more than 50% of training memory.

PMF outperforms all existing prompt-based methods.
With the same pretrained unimodal transformers, prompt-
based methods underperform the full finetuning methods
by a large margin. Some prompt-based methods even un-
derperform unimodal finetuning baselines. Our proposed
PMF achieves the best performance among all prompt-
based methods. Especially, PMF outperforms all unimodal
baselines in all experiments, showing that the two modali-
ties are successfully fused.

PMF is competitive with finetuning baselines. Tab. 2
shows that PMF achieves comparable performance with full
finetuning baselines with less than 3% trainable parame-
ters while saving 66% of memory cost, significantly nar-
rowing the gap between finetuning and prompt-based meth-
ods. Furthermore, PMF even outperforms the finetuning
LateConcat when equipped with larger transformers (i.e.
bert-large and vit-large).

Figure 5. Model Performance and Training Memory Usage un-
der different prompt length M . We fix the fusion layer Lf = 10
and study 1, 4, 8, 16, and 32 tokens for each prompt vector.

4.5. Ablation Study

In this section, we investigate the impact of different fac-
tors in our proposed fusion strategy. All experiments in this
section are conducted on the MM-IMDB dataset.
Components Ablation. We verify the effectiveness of three
kinds of prompts and the non-linear mapping function in
this section. The results are shown in Tab. 3. The first row
without any components in PMF is equivalent to the Linear
model introduced in Sec. 4.2. The comparison between the
first three rows shows that merely prompting the top layers
of the two transformers not only cannot achieve multimodal
fusion. Oppositely, it will disturb the feature space of two
transformers, which finally hurts the performance. Though
the mapping functions give the biggest boost to the perfor-
mance, it should be noted that the mapping functions f can-
not work without QP querying the fusion intermediates.

In addition, the comparison between the last four rows
shows that decoupling the prompts into three individual
modules with different learning objectives brings a perfor-
mance gain. More specifically, the comparison between the
fifth and sixth row in Tab. 3 shows that an extended QP can-
not replace QCP. Since only the output of QP tokens are
fused to the other modality while that of QCP discarded, re-
placing QCP with a longer QP not only increases the com-
putation as the sequences in the fusion stage are longer but
also results in a damaged performance As a result, every
module introduced in PMF contributes to the quality of mul-
timodal fusion. The missing of any of the four modules will
bring a performance drop at different scales.
Fusion Layer. We now investigate impacts brought by dif-
ferent fusion layers Lf to the fusion performance and mem-
ory efficiency. The results are summarized in Fig. 4. As
can be seen in the figure, the training memory usage keeps
decreasing as the fusion starts later. However, the per-
formance of the fusion model is relatively consistent with
Lf ≤ 10. Therefore, adding prompts only on the deep lay-
ers (10 < l < L) is empirically better for the trade-off
between performance and memory efficiency.



Text
Encoder

Image
Encoder

Memory Usage
Train/Inference MM-IMDB

bert-base vit-base 12.84 / 4.08 58.77 / 64.51
bert-base vit-large 14.16 / 4.89 59.70 / 65.20
bert-large vit-base 17.17 / 5.53 60.08 / 65.41
bert-large vit-large 18.44 / 6.42 61.66 / 66.72

Table 4. Comparison of PMF applying to different unimodal
transformers. We set the fusion layer Lf = L − 2 and prompt
length M = 4 in all experiments. MM-IMDB is reported with
F1-Macro / F1-Micro.

Training
Memory

SNLI-VE Food-101 MM-IMDB Avg.

33.36 GB 72.27 92.1 59.67 / 65.57 75.66

Table 5. Performance of PMF applied with NAS. MM-IMDB
is F1-Macro / F1-Micro, others are accuracy. We only report the
training memory usage.

Prompt Length. The ablation study on prompt length is
carried out with three kinds of prompts set to have the same
length (i.e. Mqp = Mqcp = Mfcp). Fig. 5 summarizes
the results. The performance increases as the prompt length
grow longer when M ≤ 16, and drops when the prompts are
too long (M = 32). It should be stressed that the training
memory usage only increases around 1 GB as the prompt
length grows from 1 to 16, which means the fusion layer
Lf is the major factor of the training memory usage instead
of prompt length.

4.6. Modularity and Flexibility

PMF is highly modular, which means it is trivial to re-
place the unimodal transformers when there are better ones.
In this section, we first describe how to replace the unimodal
transformer and then show the benefits of such flexibility
through experiments with larger pretrained models.

Since the total transformer layers, Limg and Ltxt of each
unimodal transformer are now different, the unimodal base
features of two modalities now take different layers to ex-
tract, and the number of remaining layers for fusion stays
the same. Simply, the fusion layers Lf of two transform-
ers can be further specified as Lf−img = Limg − 2 and
Lf−txt = Ltxt− 2. In addition, the difference between dif-
ferent hidden dimensions d is automatically handled by the
non-linear mapping functions f .

The results shown in Tab. 4 clearly demonstrate that
PMF can be empowered by larger unimodal transformers
with a very limited increase of training memory usage.

4.7. PMF with NAS

The hyper-parameters introduced in the proposed PMF
are fusion layer Lf and prompt length M . Although PMF
works well without exhausting hyper-parameter tuning, it is
still preferable to have specific settings for every different
task and data distribution. In this section, we experiment
with automatic fusion structure search via AutoFormer [5].
A detailed description of the search space and evolution
search can be found in the supplementary material.

Tab. 5 shows the performance of NAS-applied PMF on
three datasets. With an increase in training memory usage,
PMF-NAS achieves better results than regular PMF with
the same vision and language encoders, greatly reducing the
workload of finding the preferable fusion structure.

5. Limitations and Future Works

The first limitation is that PMF’s performance on three
datasets is still behind finetuning baselines with the same
pretrained backbones, indicating more work developing
prompt-based methods to fully leverage the knowledge in-
side the pretrained models in the future, finally achieving
equivalent or surpassing results through prompting.

The second limitation is about the hyper-parameters tun-
ing: It is preferable to decouple prompts into three kinds
by their roles in multimodal fusion. However, it also brings
more work to hyper-parameter tuning if someone is expect-
ing the best results via an optimal fusion structure.

Our future research endeavours will involve further in-
vestigation of the PMF in diverse multimodal understanding
tasks such as Visual Question Answering, utilizing various
model architectures.

6. Conclusion

We propose a new form of modular multimodal fu-
sion framework which demonstrates high flexibility and
facilitates a two-way interaction among different modali-
ties, namely PMF. PMF leverages three types of interactive
prompts in order to dynamically learn different objectives
for multimodal learning. By adding the prompts only on
the deep layers of utilized unimodal transformers, PMF can
significantly reduce the memory usage of the gradient cal-
culation in the backward propagation. Through extensive
experiments, we demonstrate that PMF is quite memory-
efficient and yet able to perform comparably with existing
finetuning baselines.
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