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Abstract

Straight-through estimator (STE), which enables the
gradient flow over the non-differentiable function via
approximation, has been favored in studies related to
quantization-aware training (QAT). However, STE incurs
unstable convergence during QAT, resulting in notable
quality degradation in low precision. Recently, pseudo-
quantization training has been proposed as an alternative
approach to updating the learnable parameters using the
pseudo-quantization noise instead of STE. In this study,
we propose a novel noise proxy-based integrated pseudo-
quantization (NIPQ) that enables unified support of pseudo-
quantization for both activation and weight by integrating
the idea of truncation on the pseudo-quantization frame-
work. NIPQ updates all of the quantization parameters
(e.g., bit-width and truncation boundary) as well as the net-
work parameters via gradient descent without STE insta-
bility. According to our extensive experiments, NIPQ out-
performs existing quantization algorithms in various vision
and language applications by a large margin.

1. Introduction
Neural network quantization is a representative opti-

mization technique that reduces the memory footprint by
storing the activation and weight in a low-precision do-
main. In addition, when hardware acceleration is available
(e.g., low-precision arithmetics [37, 48, 51, 57] or bit-serial
operations [15, 19, 50]), it also brings a substantial perfor-
mance boost. These advantages make network inference
affordable in large-scale servers as well as embedded de-
vices [2, 39], which has helped popularize it in various ap-
plications. However, quantization has a critical disadvan-
tage, quality degradation due to limited degrees of freedom.
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Figure 1. The proposed NIPQ as an alternative to QAT with STE.

The way to train the networks accurately within limited pre-
cision is critical and receiving much attention these days.

To mitigate the accuracy degradation, quantization-
aware training (QAT) has emerged that trains a neural net-
work with quantization operators to adapt to low precision.
While the quantization operator is not differentiable, the
straight-through estimator (STE) [5] allows the backprop-
agation of the quantized data based on linear approxima-
tion [20, 60]. This approximation works well in redundant
networks with moderate precision (>4-bit). Thus, not only
early studies [9, 41, 60] but also advanced ones [8, 17, 54]
have proposed diverse QAT schemes based on STE and
shown that popular neural networks (i.e., ResNet-18 [21])
can be quantized into 4-bit without accuracy loss.

However, STE-based QAT bypasses the approximated
gradient, not the true gradient, and many studies have
pointed out that it can incur instability and bias during train-
ing [20,34,36,38,42,46]. For instance, PROFIT [38] points
out that the instability is a major source of accuracy drop
for the optimized networks (e.g., MobileNet-v2/v3 [24,43]).
More recently, an alternative training scheme, pseudo-
quantization training (PQT) based on pseudo-quantization
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noise (PQN), has been proposed [3, 10, 44] to address the
instability of STE-based QAT. During PQT, the behavior
of the quantization operator is simulated via PQN, and the
learnable parameters are updated based on the proxy of
quantization. While those studies are applied only to the
weight, they can stabilize the training process significantly
compared to QAT with STE and show the potential of PQT.

Nevertheless, the existing PQT algorithms have room for
improvement. Various STE-based studies [8, 17, 60] have
shown that truncation contributes significantly to reduc-
ing quantization errors, but even the advanced PQT stud-
ies [10, 44] use a naive min-max quantization. Integrating
the truncation on the PQT framework can greatly reduce
quantization error and enable us to exploit a PQT scheme
for activation, which has an input-dependent distribution
and requires a static quantization range. In addition, there
is no theoretical support for whether PQT guarantees the
optimal convergence of the quantization parameters. Intu-
itive interpretation exists, but proof of whether quantization
parameters are optimized after PQT has yet to be provided.

In this paper, we propose an novel PQT method
(Figure 1) called Noise proxy-based Integrated Pseudo-
Quantization (NIPQ) that quantizes all activation and
weight based on PQN. We present a novel idea, called Noise
proxy, that shares the same quantization hyper-parameters
(e.g., truncation boundary and bit-width) with the existing
STE-based algorithm LSQ(+) [6,17]. However, noise proxy
allows to update the quantization parameters, as well as the
network parameters, via gradient descent with PQN instead
of STE. Subsequently, an arbitrary network can be opti-
mized in a mixed-precision representation without STE in-
stability. Our key contributions are summarized as follows:

• NIPQ is the first PQT that integrates truncation in ad-
dition to discretization. This extension not only further
reduces the weight quantization error but also enables
PQT for activation quantization.

• NIPQ optimizes an arbitrary network into the mixed-
precision with awareness of the given resource con-
straint without human intervention.

• We provide theoretical analysis showing that NIPQ up-
dates the quantization hyperparameters toward mini-
mizing the quantization error.

• We provide extensive experimental results to validate
the utility of NIPQ. It outperforms all existing mixed-
precision quantization schemes by a large margin.

2. Related Work
Due to its practical usefulness, various studies have been

proposed for multi-bit linear quantization [8, 17, 26, 60].
Most of these studies are based on STE, and the proposed

schemes have evolved by designing the quantization func-
tion to enable the optimization of the quantization param-
eters via gradient descent. However, in optimized net-
works such as MobileNet-v2, accuracy loss induced by STE
instability has been reported for both activation [20] and
weight [38]. They addressed the instability via a newly de-
signed pipeline and non-linear approximation but suffered
from the increased complexity and cost of QAT. In this
work, NIPQ updates the quantization parameters without
STE approximation, enabling stable convergence without
additional cost or complexity and, most importantly, out-
performing the existing methods by a large margin.

Mixed-precision studies focus on allocating layer-wise
or group-wise bit-width in consideration of the precision
sensitivity of each layer to minimize accuracy drop within
the given resource constraints. Various methods have been
proposed, e.g., RL-based [16, 33, 53], Hessian-based [13,
14,58], and differentiable [52,54] algorithms, but RL-based
and Hessian-based methods are relatively complex, requir-
ing a lot of parameter tuning, and differentiable algorithms
still suffer from STE approximation error. In the present
work, we reinterpret the differentiable bit-width tuning in
terms of PQT framework, enabling the layer-wise bit-width
tuning via gradient descent without STE instability.

Robust quantization [1, 7, 47] aims to guide the conver-
gence of the network toward a smooth and flat loss surface
based on additional regularization. The robustness of neu-
ral networks is highly beneficial for deploying noisy devices
or low-precision ALUs. In the case of noise proxy, it inher-
ently improves the robustness during PQT with PQN. As far
as we know, we observe for the first time that the robustness
of activation quantization can be enhanced (Section 7.2).

The benefit of the PQT has been demonstrated in diverse
studies [10, 44] in various perspectives. However, previous
studies utilize PQT with PQN in a limited domain only for
weight and have yet to provide theoretical support for the
convergence of PQT corresponding to the quantization. We
extend the idea of PQT to both activation and weight by
integrating the idea of truncation in addition to discretiza-
tion and prove that the optimization of quantization param-
eters through noise proxy minimizes the actual quantiza-
tion error. In addition, our work is the first to demonstrate
that the PQT-based pipeline outperforms STE-based mixed-
precision quantization algorithms by a large margin.

3. Simple Example Problem

Before introducing the details, we first propose a simple
problem for straightforward explanation. The objective is
to minimize the difference from the target data t ∈ RN and
the quantized value of the learnable parameters x ∈ RN .
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Figure 2. Visualization of the 2-bit quantization with hyper-
parameters (e.g., α for truncation boundary and b for bit-width) for
non-negative distribution (left) and symmetric distribution (right)
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Figure 3. The trajectory of a scalar input during the minimization
of LQ through SGD with STE-based QAT and PQN-based PQT.
Q+ represents the positive quantization level and Q− the negative.

The example loss function is defined as follows:

LQ
exp(x, α, b) =

N−1∑
i=0

(
ti −Q(xi|α, b)

)2

, (1)

where subscript i means the i-th element of the data, t
is arbitrary distribution, and Q(·) is a given quantization
function, parameterized α (truncation boundary) and b (bit-
width). To minimize the loss, we need to update x, α, and b
judiciously. We utilize this example for the rest of the paper.

4. Motivation
In this work, we focus on linear quantization, especially

for a more specific case that has an edge on hardware ac-
celeration (e.g., affine layer-wise quantization for activation
and symmetry channel-wise quantization for weight) [51].
To get optimal quality within restricted resources, we need
to tune the quantization parameters, shown in Figure 2. In
this section, we analyze the limitations of existing STE-
based and PQT-based algorithms and provide insight for
next-step innovation.

4.1. Limitation of STE-based Quantization

STE [5] allows the gradient flow over the quantized data
by approximating the discretization as linear identity map-
ping. STE-based QAT updates the quantization parameters
via gradient descent, which enables the joint update of net-
work and quantization parameters toward minimizing the
target loss value. Many prior works show successful results
relying on this approximation [8, 17, 26, 34, 38, 54, 60].

However, STE-based QAT has a critical limitation. As
shown in Figure 3, the scalar value never converges to the
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Figure 4. The comparison of 3-bit min-max quantization (left) and
3-bit quantization with truncation (right).

target value; instead, it keeps oscillating near the rounding
boundary in the middle of the two nearest quantization lev-
els. This is because when the scalar value is updated to cross
the rounding boundary, it is mapped to a different quantiza-
tion level. Then the sign of the gradient is reversed, updat-
ing the scalar value toward the opposite direction. The same
process is repeated during training. Even at the later itera-
tions, when the learning rate gradually decreases, the scalar
value still oscillates near the rounding boundary.

The frequent flipping of the quantization value induces
instability in network convergence. Moreover, the oscilla-
tion near the rounding boundary becomes the major source
of large quantization errors. Even at the end of the train-
ing, Q(x|α, b) can be mapped to either Q+ and Q−, while
Q− has a minimal difference from the target value. Many
studies have pointed out that this phenomenon degrades the
quality of the quantized network, especially for the opti-
mized networks [36, 38, 42].

4.2. Pros and Cons of Previous PQN-based PQT

To tackle the limitation of STE-based QAT, an alterna-
tive quantization pipeline, PQN-based PQT, has been pro-
posed [10, 44]. During PQT, no quantization operator is
used for forward and backward operation, but the behav-
ior of the quantization operator is simulated via PQN. The
learnable parameters are updated in a differentiable way
without STE instability based on the proxy of quantization,
becoming robust in the low-precision domain. As shown in
Figure 3, the scalar value with PQT is updated stably to-
ward the target value with small oscillation. Especially as
the learning rate gets decreased, oscillation amplitude be-
comes reduced, eventually converging to the target value.
After the PQT, the scalar value has been firmly mapped to
Q−, leading to minimal quantization error. Compared to
STE-based QAT, PQN-based PQT is expected to have lower
quantization error after the training.

However, existing PQT-related studies still have critical
limitations. The advanced methods [10,44] utilize min-max
quantization, which uses the minimum/maximum value of
data for the quantization range. Many STE-based studies
point out that truncation is essential to minimize the quanti-



zation error in the low-precision domain [8, 17, 26, 60]. As
shown in Figure 4, applying quantization based on the min-
imum/maximum value of the data wastes invaluable quan-
tization levels, resulting in higher quantization error. As a
long tail or outlier pushes the boundary by a large margin,
truncation reduces overall quantization error significantly,
especially for near-zero values. In addition, quantization
with truncation is crucial for extending PQT for activation
quantization; because the activation is input-dependent, the
static boundary needs to be trained over a training dataset
for stable and fast inference. Unfortunately, the existing
studies do not provide the theoretical integration of trun-
cation on top of a PQN-based PQT framework.

5. NIPQ: Noise Proxy-based Integrated
Pseudo-Quantization

In this work, we propose a novel PQT pipeline to com-
pensate for the quality degradation after quantization with-
out STE instability. Moreover, the proposed scheme in-
cludes the support of updating truncation, resulting in ac-
curate quantization not only for weight but also for activa-
tion. Besides, we adopt the gradient-based bit-width opti-
mization via continuous relaxation [10, 54]. This extension
allows us to update all of the hyper-parameters for linear
quantization via gradient descent, which greatly simplifies
the layer-wise optimization process.

In this section, we define the proposed idea and present
the analytical support for the optimal convergence of
quantization parameters based on PQT. Our method is
composed of a pair of algorithms: STE-based quantiza-
tion Q(x|α, b) [6, 17] and the corresponding noise proxy
Q̃(x|α, b). The algorithms are expressed as follows:

Q(x|α, b) =

 0, x ≤ 0
⌊x/∆⌉ ·∆, 0 < x < α

α, x ≥ α,
(2)

Q̃(x|α, b) =

 0, x ≤ 0
x+ ϵ ·∆, 0 < x < α

α, x ≥ α,
(3)

where ∆ = α
2b−1

represents the quantization step size or
the difference between quantization levels, ϵ represents the
PQN, and ⌊·⌉ means the rounding operation1.

During PQT, Q̃(x|α, b) is applied on top of the quantiza-
tion targets, activation and weight, and the learnable param-
eters are updated via gradient descent. Because α and b are
included in the gradient path, the training with noise proxy
updates all of the quantization parameters as well as the net-
work’s learnable parameters jointly. If we set the target loss

1Please note that we present the quantization algorithm for non-
negative distribution data, e.g., activation after ReLU, for simplicity. How-
ever, this approach holds the same for weight, except that quantization
index is used in [−2bit−1, 2bit−1 − 1].

function, Ltarget as the mixture of the task loss Ltask, and
the cost loss Lcost, for memory footprint or computation as
follows:

Ltarget = Ltask + λ · Lcost, (4)

where λ is a hyper-parameter of balancing two loss func-
tions. The layer-wise bit-width b is assigned within the
available resource budget, and the corresponding α is tuned
appropriately to achieve the best quality possible.

After PQT, Q(x|α, b) is used for the true quantization
during inference. To achieve the high-quality output with
the true quantization operator, the tuned α and b through
PQT with noise proxy should also have the lowest loss with
Q(x|α, b). In the following subsections, we provide the-
oretical support that the optimization of α and b through
PQT guarantees the optimal convergence Q(x|α, b) when
we sample PQN judiciously.

5.1. Input Activation Convergence

First of all, we evaluate the convergence property of
the learnable input tensor x. In STE-based algorithm, the
gradient of input data is bypassed through STE algorithm.
Thereby the derivative is expressed as follows:

∂Q(x|α, b)
∂x

=

0, x ≤ 0
1, 0 < x < α
0, x ≥ α.

(5)

In the case of the example in Eq. 1, the gradient of xi within
the quantization interval (xi ∈ [0, α]) is calculated as fol-
lows:

∂LQ
exp(x, α, b)

∂xi
= 2(Q(xi|α, b)− ti). (6)

Therefore, xi converges to ti theoretically as the training
progresses. However, as shown in Figure 3, xi in practice
fluctuates near the rounding boundary, except Q(xi|α, b) =
ti exist, due to the instability of STE-based QAT.

On the other hand, the gradient of input data regarding
noise proxy is expressed as follows:

∂Q̃(x|α, b)
∂x

=

0, x ≤ 0
1, 0 < x < α
0, x ≥ α,

(7)

which is exactly the same as the Q(·) condition. When
we update the example loss function via the proposed al-
gorithm, the gradient of xi within the quantization interval
is evaluated as follows:

∂LQ̃
exp(x, α, b)

∂xi
= 2(Q̃(xi|α, b)− ti) = 2(xi + ϵ ·∆− ti).

(8)
The gradient of xi points toward the target, ti, but with

drift and noise from PQN. However, the drift can be amor-
tized when the average of PQN is zero-centered (E[ϵ] = 0).



Note that the distribution of actual quantization errors is em-
pirically known to have zero-mean [55]. In addition, be-
cause the update step size is proportional to the learning
rate, the oscillation amplitude becomes smaller when the
learning rate becomes smaller as learning progresses; even-
tually, xi converges to the target value, as shown in Figure
3. Unlike the STE-based QAT, noise proxy-based PQT pre-
cisely evaluates the effect of oscillation induced by PQN
and discards the bias of PQN gradually during training.

Besides, the convergence property of oscillation near the
target value is greatly beneficial to enhance the robustness
of network, as pointed out in several previous studies [7].
When some noise, δ, exists, the objective function can be
approximated via Taylor expansion as follows:

E[L(x+ δ)] (9)

≈ E[L(x) + δ · ∇xL(x) +
1

2
δT · ∇2

xL(x) · δ] (10)

≈ L(x) + E[δ2]

2
Tr

{
∇2

xL(x)
}
, (11)

where the term related to the first derivative is removed
since E[δ] = 0, and the off-diagonal elements of the second
derivative term become 0 because it relates to the expecta-
tion of multiplication of two i.i.d. samples. When the loss
is converged to the minima point, the sum of eigenvalues,
∇2

xL(x), should have a non-negative value. To minimize
the average loss after training, the loss surface is guided to
be converged to the minima having a lower Hessian trace
value [7], resulting in enhanced network robustness.

5.2. Alpha and Bit-width Convergence

In addition to the input data, the noise proxy should gu-
rantee the convergence of the quantization parameters in the
optimal point that minimizes the loss with Q(x|α, b). First,
let’s consider the gradient of α regarding quantization and
noise proxy function.

∂Q(x|α, b)
∂α

=
∑
xi≥α

1 +
∑

0<xi<α

1

Nlv
⌊Nlv

α
x⌉ − x

α
, (12)

∂Q̃(x|α, b)
∂α

=
∑
xi≥α

1 +
∑

0<xi<α

ϵ · 1

Nlv
, (13)

where Nlv = 2b − 1 denotes the number of levels.

Two gradients have a difference only for the case when
x ∈ (0, α). However, note that Equations 12 and 13 be-
come identical when PQN ϵ is sampled from the quantiza-
tion noise distribution ⌊x/∆⌉−x/∆. The same conclusion
is observable for the number of quantization levels, which

is expressed as:

∂Q(x|α, b)
∂Nlv

=
∑

0<xi<α

x

Nlv
− α

Nlv
2 ⌊

Nlv

α
x⌉, (14)

∂Q̃(x|α, b)
∂Nlv

=
∑

0<xi<α

−ϵ α

N2
lv

. (15)

Therefore, when we use the sampled noise following the
quantization error distribution, the gradient of quantization
parameters becomes identical to the true quantization oper-
ator while still enjoying the benefit of stochasticity of PQN.

In short, when we apply NIPQ whose noise is sampled
from the quantization noise distribution, the gradient direc-
tion of α and b is identical in both Q(x|α, b) and Q̃(x|α, b).
Therefore, when α converges to the optimal point via PQT
where ∂LQ̃

∂α = Σi
∂L

∂Q̃i(xi|α,b)
· ∂Q̃i(·)

∂α = 0, then we can easily

validate that ∂LQ

∂α = Σi
∂L

∂Qi(xi|α,b) ·
∂Qi(·)
∂α = 0. Likewise,

when ∂LQ̃

∂b = 0, then ∂LQ

∂b = 0 and that is the point where
the loss value with Q(x|α, b) is minimized. Therefore, opti-
mizing the quantization parameters α and b based on NIPQ
also minimizes the target loss with true quantization.

6. Additional Details
As explained above, NIPQ enables the compensation of

quality degradation of the quantized network without STE
approximation. However, in practice, we need to consider
several details to maximize obtainable accuracy.

6.1. Stochastic Rounding for Bit-width Parameter

First, during PQT phase, we use the bit-width with
stochastic rounding as follows:

b← 2 + 14 · Sigmoid(β), (16)
b← ⌊b+ U(−0.5, 0.5)⌉, (17)

where U(x, y) represents the uniform noise in [x, y], and β
is a trainable value in the continuous domain corresponding
to the bit-with b. The bit-with is narrowed into a range of
2 to 16 bits, then mapped to the integer value via stochas-
tic rounding. The idea of continuous relaxation of bit-width
and updating it through gradient descent has been proposed
in several previous studies [10,54]. They have used the con-
tinuous value as it is, but we find that these settings yield
suboptimal convergence because of the domain difference
in that only discrete bit-width can be a candidate of preci-
sion during inference. To resolve the domain gap, we pro-
pose the bit-width update with stochastic rounding. It is an
unbiased estimator but makes a decision in discrete space,
whereby the domain difference could be mitigated. Our ex-
periment shows that this update improves the final accuracy
by a large margin, especially in the sub-4-bit domain. The
experiments are included in the Supplementary Materials.



6.2. Stabilization in the Late Training Stage

In addition, we need to update the batch normalization
layers after finishing NIPQ training (BN update). PQN
in NIPQ induces instability in the running statistics of the
normalization layers, so we update the batch normalization
statistics with the true quantization operator after finishing
training. We also observe additional performance improve-
ment by switching from NIPQ to STE-based QAT at the
later stage of training and updating the last few epochs with
a very small learning rate (QAT finetune), while the amount
of improvement is far smaller than BN update. We specu-
late that QAT finetune gives an opportunity to finetune the
learnable parameters as well as normalization statistics of
the network to mitigate the minor instability form noise.
The details are included in the Supplementary Materials.

6.3. PQN Sampling

Finally, we provide the convergence condition in the last
section in that PQN should be sampled following the quan-
tization error distribution. However, we observe that NIPQ
with a uniform noise U(−∆

2 ,
∆
2 ) also shows the comparable

result to the noise with the desired property2. In this con-
figuration, the relative frequency of the quantization error is
ignored. This makes the quantization noise overestimated,
and the low bit tends not to be selected, but a similar re-
sult is achievable by making λ of the cost function larger.
In particular, the difference in final quality is negligible if
the QAT finetune is applied. In practice, sampling of quan-
tization error distribution slows down the training signifi-
cantly. Uniform noise with QAT finetune can be considered
as a practical approach of reducing PQN sampling overhead
while exploiting the benefit of PQT.

7. Experimental Setup

In order to validate the performance of NIPQ, we con-
duct comprehensive studies to measure the output quality
and observe diverse properties in various applications. The
results in this paper are obtained based on PQN sampled
from the quantization noise, unless otherwise specified ex-
plicitly. Likewise, QAT finetune is used at the last few
epochs, otherwise specified explicitly. We implement our
algorithm on PyTorch [40] library, and the code is available
at our repository 3. The details of target loss and training
pipeline are available in the Supplementary Materials.

7.1. Sensitivity-aware Mixed-precision

Mixed-precision quantization aims at improving accu-
racy while minimizing the overall storage footprint and

2Unlike the previous studies [3, 10], PQN from normal distribution
shows inferior performance in our algorithm.

3https://github.com/ECoLab-POSTECH/NIPQ
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Figure 5. Layer-wise assigned bit-width of activation (top) and
weight (bottom) and corresponding sensitivity measure (the sum
of Hessian trace) of MobileNet-v2 on the CIFAR-100 dataset [28].
The average precision of activation weight is restricted to 4-bit
(top) and the computation is restricted to 1.5 GBOPs (bottom).

computational cost. To maintain accuracy within the re-
source budget, more bit-width should be assigned to the
sensitive layer to minimize overall quantization errors. Re-
cently, the Hessian of the loss function has often been
used as a metric of sensitivity against quantization [13,
14, 58]. The smaller the sum of the Hessian trace, the
lower the sensitivity, and vice versa. Figure 5 (top) vi-
sualizes the assigned bit-width of activation and weight
and the corresponding sum of the Hessian trace estimated
via the Hutchinson algorithm [13] when applying NIPQ to
MobileNet-v2 on the CIFAR-100 dataset. Each plot is ob-
tained by optimizing the weights and activation indepen-
dently. As shown in the figure, the more sensitive the layer
is, the more bit-width is assigned. The redundant layers
tend to have a fewer bit-width to match the target objective.
Note that NIPQ does not have any additional stages that
measure the sensitivity of the layer. Instead, we just train
the network with an additional penalty term to restrict the
average precision to 4-bit. The noise proxy algorithm al-
locates precision by itself, considering the sensitivity of the
target layer, thereby quantizing the network with the highest
accuracy as efficiently as possible within the constraints.
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Figure 6. Loss landscapes [29] of 3-bit quantized MobileNet-V2
fine-tuned by STE-based LSQ [17] (top left), 3-bit NIPQ, BN up-
date (top right), mixed-precision NIPQ (avg. 3-bit), BN update
(bottom left), mixed-precision NIPQ (avg. 3-bit), QAT finetune
(bottom right) on the CIFAR-100 dataset.

On the other hand, the automated bit-width allocation en-
ables tuning of network considering complex metric that is
practically improbable with the conventional Hessian-based
methods [13, 14, 58]. Figure 5 (bottom) shows the assigned
bit-width of activation and weight when restricting the com-
putation cost (bit-operations, BOPs [4,38]) as a 1.5G BOPs,
which is equal to the computation cost of the quantized 4-
bit model using PACT [8] or LSQ [17]. Unlike Figure 5
(top), the bit-width of activation is slightly misaligned with
the sum of the hessian trace. In Figure 5 (bottom), we aim
to optimize the average bit-width of activation and weight
independently. Those two configurations are optimized via
disjoint target losses thereby, each precision is assigned pro-
portionally to the sensitivity of activation and weight sep-
arately. However, in the case of BOPs, the computation
cost is proportional to the product of bit-width of activation
and weight. Thereby, when we restrict the overall compu-
tation cost, the activation bit-width is allocated with aware-
ness of the activation sensitivity as well as the correspond-
ing weight sensitivity, and vice versa. This experimental
result indicates that assigning the bit-width based on layer-
wise sensitivity naively might not be an optimal policy for
computation-aware quantization.

7.2. Robust Quantization for Practical Deployment

Another strength of NIPQ is the enhanced robustness of
the network against unexpected noise. This brings diverse
advantages to deploying the network in practice. For in-
stance, the analog sum-based device [45] has significant en-
ergy efficiency but has inevitable noise induced by process
variation or temperature drift, which causes instability of
output. Even in the case of digital NPU, the low-precision
implementation is fragmented because there are hundreds

MNLI CoLA MRPC QNLI QQP RTE SST-2 STS-B
FP 84.46 56.53 90.62 90.66 87.76 71.19 92.32 88.64

DiffQ-MP-6 [10] 81.66 0.04 85.85 50.54 86.65 47.29 89.91 74.86
NIPQ-MP-6 83.87 59.60 89.68 90.92 87.48 68.95 91.97 88.11

DiffQ-MP-3 [10] 31.82 0.02 81.22 49.46 0 47.29 50.92 11.27
NIPQ-MP-3 81.88 53.03 88.62 90.23 86.68 69.31 91.51 88.42

Table 1. Results of weight quantization for BERT-base on GLUE

of hardware manufacturers [47]. When we deploy a neural
network to the target device, the implementation difference
can introduce unexpected noise on the data, resulting in ac-
curacy degradation. The robustness of the network allows
accuracy to be maintained in this environment, so securing
this property is a significant advantage.

As explained in Section 5.1, NIPQ regularizes the loss
surface. Figure 6 visualizes the sharpness of the loss surface
by measuring the change of loss values after adding noise on
top of the trained weight along the two random vectors [29].
As shown in the figure, NIPQ converges to a flat and smooth
loss surface (top left vs. right). When layer-wise mixed
precision is enabled, the loss surface becomes complex (top
right vs. bottom left). We speculate that mixed-precision
optimization exploits the sensitivity to trade robustness for
better output quality. NIPQ enables such a trade-off in an
automatic manner by forcing the network to adapt to the
pseudo-noise that generalizes the quantization noise.

Besides, NIPQ enhances the robustness of the quantiza-
tion parameters as well as the network parameters. Check
the Supplementary Materials for the detailed results.

7.3. Importance of Truncation for Quantization

The last line of the related study is DiffQ [10], which is
based on PQN-based PQT for weight quantization. The key
difference from NIPQ is that DiffQ uses linear quantization
based on the min-max value of weight instead of truncation.
However, to minimize quantization errors with the limited
bit-width, the presence of truncation is extremely helpful.
In general, the data distribution of a natural network fol-
lows a bell-shaped distribution, where the majority of data
is concentrated near zero. Because min-max quantization
increases the quantization interval near zero, the quantiza-
tion error greatly increases. Table 1 compares the accuracy
after the quantization between DiffQ and NIPQ. Note that
only the weight is quantized, and bit-width is allocated per
layer. As shown in the table, NIPQ outperforms DiffQ by
a large margin in the same bit-width. Integration of trun-
cation on quantization minimizes the overall quantization
error significantly, especially when the precision is limited.

7.4. Quantization of Large-scale Vision Tasks

To demonstrate the outstanding performance of the pro-
posed method, we apply NIPQ for large-scale vision appli-
cations, including ImageNet [11] classification, multi-scale
super-resolution, and VOC [18] object detection.



Model Method Bit(W/A) BOPs(G) Top-1

ResNet-18 [21]

FP 32/32 1857.6 70.54
FP+KD 32/32 1857.6 72.17

PACT [8] 4/4 34.7 69.2
LSQ [17] 4/4 34.7 69.39
DJPQ [54] MP-BOPs 35.0 69.3
HAQ [53] MP-BOPs 34.4 69.2

HAWQ [14] MP-BOPs 34.0 68.5
HAWQ-V3 [58] MP-BOPs 34.0 68.5
HAWQ-V3 [58] MP-BOPs 72.0 70.2

NIPQ-MP-4 3.89/3.98 45.5 69.84
NIPQ-BOPs 4.53/3.67 34.1 69.47

NIPQ-MP-4+KD 4.09/4.17 50.73 71.83
NIPQ-BOPs+KD 4.47/3.65 34.2 71.24

MobileNet-v2 [43]

FP 32/32 306.8 72.6
FP+KD 32/32 306.8 73.41

DSQ [20] 4/4 15.8 64.8
LSQ [17] 4/4 15.8 70.46
DJPQ [54] MP-BOPs 7.9 69.3
HAQ [53] MP-BOPs 8.3 69.5

DuQ+KD [38] 4/4 5.3 69.86
NIPQ-MP-4 3.79/4.00 8.67 71.52
NIPQ-BOPs 6.19/5.31 8.25 72.26
NIPQ-BOPs 5.19/4.24 5.37 70.92

NIPQ-MP-4+KD 3.80/4.01 8.73 72.16
NIPQ-BOPs+KD 6.21/5.35 8.31 72.94
NIPQ-BOPs+KD 5.24/4.24 5.34 71.58

MobileNet-v3 [24]

FP 32/32 218.7 74.52
FP+KD 32/32 218.7 75.8

PACT [8] 4/4 3.46 67.98
PACT+KD [8] 4/4 3.46 70.16

DuQ [38] 4/4 3.46 69.50
DuQ+KD [38] 4/4 3.46 71.01
NIPQ-MP-4 3.97/3.99 7.77 72.41
NIPQ-BOPs 5.02/3.71 3.26 70.96

NIPQ-MP-4+KD 4.05/4.00 7.96 74.49
NIPQ-BOPs+KD 4.89/3.69 3.29 72.41

Table 2. Top-1 accuracy (%) of quantized networks on ImageNet
dataset. MP-BOPs represents the mixed-quantization with the bit-
operations (BOPs) constraint while MP-N is that with N-bit aver-
age bit-width. ’*’ denotes the first and last layers remaining 8-bit,
and KD denotes the knowledge distillation [22].

Target Bit-width (Weight / Activation)
FP/FP 5/8 4/8 3/8 5/5 4/4 3/3

DoReFa [60] 0.857 0.593 0.541 0.359 0.588 0.498 0.288
PACT [8] 0.857 0.845 0.835 0.806 0.838 0.811 0.708
LSQ [17] 0.857 0.85 0.843 0.815 0.843 0.823 0.761
NIPQ-MP 0.857 0.851 0.848 0.833 0.848 0.836 0.801

Table 3. mAP comparison of Yolov5-S [25] on the PASCAL
VOC [18].

First, we apply quantization to diverse networks on the
ImageNet [11] classification task, and performs compar-
isons with various existing studies. Existing studies re-
port mixed results with/without using well-known teacher-
student-based knowledge distortion, so we report the accu-
racy for both cases, with EfficientNet-B0 as a teacher when
necessary. Only the input image has 8-bit precision, and ev-
ery layer in the network, including the first and last layers,
is quantized via noise proxy.

Table 2 shows top-1 accuracy of the quantized networks.

NIPQ shows outstanding results for the optimized but hard
to quantize networks such as MobileNet-v2/v3, as well
as redundant networks such as ResNet-18. As shown in
the table, existing methods are inferior to the proposed
method, which achives high accuracy in the same bit-width
or bit-operations. These outstanding results come from two
factors: first, NIPQ allows the network to converge to a
more robust space without STE-induced instability, and sec-
ond, within the resource budget, the quantization hyper-
parameters could be automatically tuned without the inter-
vention of any hand-crafted manipulations. The benefit of
these properties is maximized in optimized networks such
as MobileNet-v2/v3. Note that when the average precision
is constrained, NIPQ tries to increase accuracy with addi-
tional operations and vice versa. The automated tuning al-
lows us to quantize the network considering our target goal.

In addition, we conduct an experiment to quantize the
object detection task, which is known to be difficult to quan-
tize. The difficulty is rapidly increased because we apply
quantization to the advanced optimized network, Yolov5-
S [25]. Table S6 shows the comparison of existing quanti-
zation studies in the same average bit-width. Due to large
accuracy loss, existing 4-bit solutions are difficult to use in
reality, but NIPQ shows practical, reliable quality in 4-bit
precision. The results validate the stability of the NIPQ re-
gardless of the difficulty of the target task.

Finally, to validate the superiority of NIPQ on the re-
gression application, we apply quantization to the super-
resolution task. In the case of super-resolution task, that
conducts image restoration, the advantage of dynamic quan-
tization, whose quantization parameters are updated regard-
ing input data, is well demonstrated. Even in this case,
NIPQ outmatches the best dynamic method, DDTB [59].
More results are available in the Supplementary Materials.

8. Conclusion
To achieve reliable output in low-precision, we propose

NIPQ, which enhances the benefit of PQT pipeline by inte-
grating the idea of truncation and providing theoretical sup-
port for it. NIPQ automates the layer-wise low-precision
optimization for an arbitrary network by updating the net-
work parameters and quantization parameters jointly via
gradient descent toward minimizing the target loss. Our ex-
tensive results show that the proposed scheme outperforms
all of the existing studies by a large margin for various vi-
sion and language applications.

Acknowledgements.

This work was supported by IITP grant funded by the Korea
government (MSIT, No.2019-0-01906, No.2021-0-00105,
and No.2021-0-00310). We appreciate valuable comments
from Myeonghwan Ahn at SNU.



Supplementary Materials

S-I. Overview
In this supplementary material, we present the details of

our implementation and additional experimental results for
various tasks and different datasets. We provide the follow-
ing items:

• The detailed implementation of the cost loss function
in Section S-II.

• Detailed Configurations of our experiments in Section
S-III

• The results of quantization for super resolution task in
Section S-IV.

• Additional experimental results of object detection on
MS-COCO dataset in Section S-V.

• An ablation study on the effect of stochastic rounding
in Section S-VI.

• An ablation study on the effect of late training stage in
Section S-VII.

• Experimental results on quantization parameter robust-
ness in Section S-VIII.

• The visualization of the quantization noise distribution
in Section S-IX

S-II. Cost Loss Function
In order to restrict the utilization of memory and compu-

tation resources, we introduce an additional cost loss func-
tion in addition to the target loss, as explained in Equa-
tion (4) of the main paper. The cost functions for the
memory consumption Lcost−MP and the computation cost
Lcost−BOP are defined as follows:

Lcost−MP = λwh(
Σi⌊bwi ⌉ · ewi

Σiewi
−bt)+λah(

Σi⌊bai ⌉ · eai
Σieai

−bt),

(S1)

Lcost−BOP = λbh(Σi⌊bwi ⌉ · ⌊bai ⌉ ·OPSi − bt), (S2)

where h(·) denotes Huber loss, bwi /bai denote the bit-width
of i-th layer’s weight/activation, ewi /eai are the number of
elements in the i-th layer’s weight/activation, OPSi is
FLOPS of the i-th layer and bt denotes the target bit-
width. Lcost−MP regularizes the average bit-width of ac-
tivation/weight to the target bit, and Lcost−BOP regular-
izes the sum of overall bit-operation (BOPs) to the target
BOPs. Note that we utilize the bit-operations (BOPs) as a
representative metric to measure the computation cost of a

neural network, which is commonly used in many previous
studies [13, 14, 58]. However, any arbitrary differentiable
function can be used as a drop-in replacement for the cost
function, and NIPQ automatically optimizes the layer-wise
bit-width to the sweet spot.

On the other hand, while the per-layer (or per-tensor) bit-
width also requires rounding operation during forward op-
eration, NIPQ is not applicable for the bit-width because it
relies on the statistics of quantization error, but it is improv-
able to achieve the statistics for the scalar value. To over-
come this limitation, we propose to update the bit-width via
stochastic rounding with STE (Section S-VI).

S-III. Experimental Configuration
In this paper, all experiments are conducted using GPU

servers having 8 x NVIDIA GTX3090 with 24 GB VRAM
with 2 x AMD 7313 (16 Core 32 T). The number of
GPUs is selected to satisfy the minimum requirement of
GPU memory for the target task. All of the experiments
are implemented based on the PyTorch [40] framework
(v1.12.1) [40]. Our source code is also provided. The addi-
tional details of training configuration, e.g., optimizer type,
initial learning rate, decay policy, etc., are determined de-
pending on the characteristics of applications and provided
in the following paragraphs.

Table S1 shows the configurations of ImageNet train-
ing for NIPQ results. In this experiment, we apply quan-
tization to every convolution and linear layer, including the
first and last layers. One exception is that the input of the
first convolution layer is fixed as 8-bit. We use SGD with
momentum optimizer and cosine annealing with warmup
scheduling for learning rate adjustment [35]. ηmin is the
final LR multiplier of cosine annealing, and λw, λa, and
λb are the hyper-parameter of resource constraints for the
bit-width of weight, bit-width of activation, and BOPs, re-
spectively. When knowledge distillation is triggered, we
use EfficientNet-B0 [49] as a teacher network. We use the
conventional dark-knowledge-based distillation [22].

Tables S2 and S3 show the detailed configurations of
super-resolution task and object detection task, respectively.
In both experiments, we keep the precision of the first and
last layers as full-precision and apply low-precision quanti-
zation to the rest of the layers. In the super-resolution task,
we use Adam optimizer [27] and cosine annealing schedul-
ing for learning rate adjustment. In the object detection task,
we use SGD with momentum optimizer and cosine anneal-
ing with warmup scheduling for learning rate adjustment.
Like the image classification task, ηmin is the final LR mul-
tiplier of cosine annealing, and λw, λa, and λb represent the
hyper-parameters of resource constraints for the bit-width
of weight, bit-width of activation, and BOPs, respectively.

Table S4 shows the detailed configurations of BERT-
base [12] on the GLUE Task dataset. In this experiment,



Table S1. Fine-tuning configurations of ImageNet classification task.

Epoch SGD Cosine annealing with warmup λ
Configuration Stage-1 Stage-2 LR Weight decay Warmup len ηmin λw λa λb

ResNet-18 ImageNet 40 3 0.04 1× 10−5 3 1× 10−3 1 1 1

MobileNet-v2 Cifar100 30 3 0.04 5× 10−5 5 1× 10−3 1 1 1
ImageNet 40 3 0.04 1× 10−5 3 1× 10−3 1 1 3

MobileNet-v3 ImageNet 40 3 0.04 1× 10−5 3 1× 10−3 1 1 3

Table S2. Fine-tuning configurations of super-resolution task with EDSR.

Epoch Adam Cosine annealing λ
Configuration Stage-1 Stage-2 LR Weight decay ηmin λw λa λb

EDSR 4bit DIV2K 30 10 1× 10−4 0 1× 10−3 15 15 -
EDSR 3bit DIV2K 40 10 1× 10−4 0 1× 10−3 15 15 -

Table S3. Fine-tuning configurations of object detection task with YoloV5-S.

Epoch SGD Cosine annealing with warmup λ
Configuration Stage-1 Stage-2 LR Weight decay Warmup len ηmin λw λa λb

YoloV5-S Pascal VOC 30 5 0.0032 3.6× 10−4 5 1× 10−1 1 1 -
COCO 35 5 0.0032 3.6× 10−4 5 1× 10−1 1 1 -

Table S4. Fine-tuning configurations of GLUE Dataset with BERT-base.

Epoch AdamW Cosine annealing with warmup λ
Configuration Stage-1 Stage-2 LR Weight decay Warmup len ηmin λw λa λb

BERT-base GLUE 25 5 1e-5 1× 10−1 5 ? 1 1 1

we modified the code from the huggingface-transformer
[56] library. We apply weight quantization to every lin-
ear layer except the last classification head. Note that we
do not quantize activation or word embedding. We use the
AdamW optimizer and CosineLR scheduler for fine-tuning
BERT except for the bit parameters because we find that
AdamW can induce instability during training when the
magnitude of the cost loss is too large. We use SGD with
momentum optimizer for the bit parameters. Besides, we
also find that α and b parameters are not well trained when
a single global learning rate is utilized (1e−5). For fast and
reliable convergence, we use the learning rate of 1e− 2 for
bit parameters. In addition, the gradient of α is multiplied
2b − 1 times over the global learning rate.

S-IV. Super Resolution Experiments

Table S5 shows the quantitative analysis of NIPQ on su-
per resolution task, and Figure S1 visualizes the quality of
the generated figures. We report PSNR as a quantitative
measure, one of the well-known metrics in the area of super
resolution. NIPQ outmatches the specialized quantization
algorithm for super resolution, DDTB [59], which applies
dynamic quantization that adjusts the quantization step size
depending on the input data. These experimental results in-
dicate that NIPQ works well in the regression task as well.

Network Method
Dataset

Set5 Set14 BSD100 Urban100
4bit 3bit 4bit 3bit 4bit 3bit 4bit 3bit

EDSRx2

DoReFa [60] 37.22 37.13 32.82 32.73 31.63 31.57 30.17 30
TFLite [51] 37.64 37.33 33.24 32.98 31.94 31.76 31.11 30.48
PACT [8] 37.57 37.36 33.2 32.99 31.93 31.77 31.09 30.57

PAMS [30] 37.67 36.76 33.2 32.5 31.94 31.38 31.1 29.5
DDTB [59] 37.72 37.51 33.35 33.17 32.01 31.89 31.39 31.01

NIPQ 37.74 37.66 33.29 33.20 32.01 31.95 31.36 31.13

EDSRx4

DoReFa [60] 30.91 30.76 27.78 26.66 27.04 26.97 24.73 24.59
TFLite [51] 31.54 31.05 28.2 27.92 27.31 27.12 25.28 24.85
PACT [8] 31.32 30.98 28.07 27.87 27.21 27.09 25.05 24.82

PAMS [30] 31.59 27.25 28.2 25.24 27.32 25.38 25.32 22.76
DDTB [59] 31.85 31.52 28.39 28.18 27.44 27.3 25.69 25.33

NIPQ 31.73 31.62 28.34 28.25 27.41 27.36 25.56 25.39

Table S5. PSNR comparison of quantized EDSR [31] of scale 4
and scale 2

S-V. Additional Experiments on Object Detec-
tion

We conduct an additional experiment on object detection
task with the COCO dataset and report mAP on Table S6.
NIPQ obtains the best results compared to existing quanti-
zation studies in the same average bit-width.

In addition, in Figure S2, we visualize the qualitative re-
sults of NIPQ on the VOC dataset. Bounding box regression
and classification results of the quantized network are pre-
sented. As shown in the figure, NIPQ works surprisingly



(a) Ground truth (b) DDTB [59] (c) NIPQ (d) DDTB [59] (e) NIPQ

Figure S1. Qualitative results of super resolution on DIV2K dataset. EDSRx4 is quantized into 3-bit for both weights and activations.

Table S6. mAP comparison of Yolov5-S [25] on COCO
dataset [32]

Bit-width (Weight / Activation)
FP/FP 5/5 4/4 3/3

DoReFa [60] 0.354 0.266 0.24 0.191
PACT [8] 0.354 0.313 0.294 0.246
LSQ [17] 0.354 0.32 0.291 0.235

NIPQ 0.354 0.33 0.317 0.284

well in the 3-bit domain on the challenging object detection
problem. YoloV5-S has a complicated structure, and the
sensitivity of each layer is highly different. Because NIPQ
has the ability to allocate the bit-width aware of the sensi-
tivity automatically and enable stable convergence without
STE instability, the quality of the quantized network outper-
forms all of the previous methods by a large margin.

S-VI. Stochastic Rounding for Bit-width

While we propose an alternative training scheme for
quantization instead of using STE, updating the bit-width
is a remaining problem that is not addressed in the NIPQ
pipeline. The proposed noise proxy is designed to update
the learnable parameters by emulating the quantization op-
erator based on PQN. However, the bit-width is assigned as
a scalar value per the target tensor, and thereby it is impos-
sible to aggregate the coarse-grained effect of the quantiza-
tion operator. When we use rounding-based QAT with STE
approximation, the bit-width also suffers from the instabil-
ity of STE, resulting in highly unreliable result, as shown
in Figure S3. Due to this limitation, many previous studies
rely on the continuous approximation of bit-width during

training [10, 54] to avoid the instability problem. However,
the representation mismatches to the domain of bit-width,
resulting in suboptimal convergence in practice, especially
when the target bit-width is in a sub-4-bit domain. In this
paper, we propose an alternative idea to utilize the stochas-
tic rounding of bit-width during training. Stochastic round-
ing is an unbiased estimator, so the learnable bit-width con-
verges to the optimal point as the learning progresses. In
addition, the bit-width is evaluated in the discrete domain
during training, which mitigates the domain gap between
training and inference. As shown in Figure S3, the stochas-
tic rounding consistently draws the pareto-front line with
small variance, which enables us to search for the best quan-
tization configurations within the given resource budget.

S-VII. Comparison for the Late Training Stage

Table S7. Comparison of accuracy regarding the late training
stage. MobileNet-v2 is trained in 30 epochs and finetuned in 3
epochs on the CIFAR-100 dataset. The target computation over-
head is 1.0 GBlops

FP Without Tuning BN update QAT finetune
Top-1 75.04 70.45 72.99 73.29

In Table S7, we show the results of NIPQ with differ-
ent late training stage policies. As shown in the table, BN
update offers a large performance benefit compared to the
accuracy of the NIPQ training without the late stage tun-
ing. Because PQN of NIPQ disturbs the statistics of normal-
ization layers, the correction of the statistics is essential to
maximize the accuracy in the inference phase. In addition,
QAT finetune offers an additional performance improve-
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Figure S2. Qualitative results of object detection on the VOC dataset. Yolov5-S is quantized into 3-bit weights and activations according
to each quantization method.

0.6 0.8 1.0 1.2 1.4
BOPs(G)

68

69

70

71

72

73

74

To
p-

1 
Ac

c(
%

)

Continuous
Deterministic
Stochastic

Figure S3. Accuracy comparison of MobileNet-v2 at CIFAR-100
dataset with different bit-width training strategies. We ran the ex-
periments with 10 repetitions, increasing from 0.5 BOPs to 1.4
BOPs by 0.1 BOPs steps.

ment by giving an additional chance to adjust the learnable
parameters of the entire network without the effect of PQN
with a small learning rate, which enables the stabilization of
network parameters near the optimal point with the tiniest
effect of STE instability.

S-VIII. Robustness of the quantization param-
eters

NIPQ also enhances the robustness of the quantization
parameters as well as the network parameter. Figure S4 vi-
sualizes the results of measuring the accuracy while chang-
ing the quantization step size or the truncation interval. The
more robust the network, the more it can endure the change
of the quantization configuration. As shown in the figure,
NIPQ shows comparable or superior results to the previous
best algorithm for robustness, KURE [47]. It is especially
worthy that existing studies have focused on improving the
robustness of weight only [1, 47], but NIPQ also improves

the robustness of activation as well by a large margin. To the
best of our knowledge, this is for the first time that activa-
tion robustness can be improved, which is a crucial benefit
of deploying networks in a noisy environment.

S-IX. Quantization Noise Distribution

In Figure S5, we visualize the quantization noise distri-
bution of ResNet-18’s 12-th convolution weight in different
bit-widths. When applying quantization, not only rounding
but also truncation is applied. The previous study argues
that the quantization noise distribution follows a uniform
distribution regardless of input distribution when the num-
ber of bits is sufficiently large [55]. According to our obser-
vation, the statement is held in practice when the bit-width
is larger than 4-bit. However, in sub-4-bit precision, the
distribution of noise seems to follow a bell-shaped curve in-
stead of a uniform distribution. Due to these characteristics,
conventionally uniform or gaussian distributions are often
used to approximate PQN [10, 54]. However, as presented
in this paper, the precise sampling of PQN following the
quantization error distribution is essential to guarantee the
convergence on the optimal point, while the uniform dis-
tribution shows comparable results in practice empirically.
In this work, we realize the sampling process of quantiza-
tion error distribution on GPU with practical performance
as follows: first, the probability density function (PDF) of
the quantization error distribution is estimated based on the
histogram with 256 bins. Then, the distribution is sampled
from the estimated PDF of the histogram. As shown in Fig-
ure S5, the sampled distribution precisely follows the quan-
tization error distribution.



0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6
/ '

10

30

50

70

Ac
cu

ra
cy

(%
)

LSQ
LSQ+KURE
NIPQ
NIPQ+KD

(a) Activation

0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6
/ '

10

30

50

70

(b) Weight

0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6
/ '

10

30

50

70

(c) Activation & Weight

Figure S4. Robustness of quantized MobileNet-V2 on ImageNet against the change of α of the quantization operator for weight and
activation. ∆′ is the trained α and ∆ is the scaled one. NIPQ+KD represents the quantized network with knowledge distillation [23] using
EfficientNet-B0 [49] as a teacher.
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Figure S5. Quantization noise distribution of ResNet-18’s 12-th convolution weight. (left top) 32 bit (FP) distribution. (right top) N-bit
uniform quantized distribution. (left bottom) Real quantization noise distribution. (right bottom) Sampled quantization noise distribution.
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