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Abstract

Approximating radiance fields with volumetric grids is
one of promising directions for improving NeRF, repre-
sented by methods like Plenoxels and DVGO, which achieve
super-fast training convergence and real-time rendering.
However, these methods typically require a tremendous
storage overhead, costing up to hundreds of megabytes of
disk space and runtime memory for a single scene. We
address this issue in this paper by introducing a simple
yet effective framework, called vector quantized radiance
fields (VORF), for compressing these volume-grid-based
radiance fields. We first present a robust and adaptive met-
ric for estimating redundancy in grid models and perform-
ing voxel pruning by better exploring intermediate outputs
of volumetric rendering. A trainable vector quantization is
further proposed to improve the compactness of grid mod-
els. In combination with an efficient joint tuning strategy
and post-processing, our method can achieve a compres-
sion ratio of 100x by reducing the overall model size to
1 MB with negligible loss on visual quality. Extensive ex-
periments demonstrate that the proposed framework is ca-
pable of achieving unrivaled performance and well gener-
alization across multiple methods with distinct volumetric
structures, facilitating the wide use of volumetric radiance
fields methods in real-world applications. Code Available
at https://github.com/AlgoHunt /VQORF

1. Introduction

Novel view synthesis aims to realize photo-realistic ren-
dering for a 3D scene at unobserved viewpoints, given a set
of images recorded from multiple views with known cam-
era poses. The topic has growing importance because of its
potential use in a wide range of Virtual Reality and Aug-
mented Reality applications. Neural radiance fields (NeRF)
[29] have demonstrated compelling ability on this topic by
modelling and rendering 3D scenes effectively through the

*denote equal contribution

PSNR: 32.66 PSNR: 32.65

»

100 X
Compression

104 MB 1.05 MB

Figure 1. Our compression pipeline realizes 100X compression
rate while maintaining the rendering quality of the original volu-
metric model.

use of deep neural networks, which are learned to map each
3D location given a viewing direction to its corresponding
view-dependent color and volume density according to vol-
umetric rendering techniques [27]. The rendering process
relies on sampling a huge number of points and feeding
them through a cumbersome network, incurring consider-
able computational overhead during training and inference.
Recent progress following radiance fields reconstruction
shows that integrating voxel-based structures [23] into the
learning of representations can significantly boost training
and inference efficiency. These volumetric radiance fields
methods typically store features on voxels and retrieve sam-
pling points (including color features and volume densities)
by performing efficient trilinear interpolation without neu-
ral network [43] or only equipped with a lightweight neural
network [37] instead of cumbersome networks. However,
the use of volumetric representations inevitably introduces
considerable storage cost, e.g., costing over one hundred
megabytes to represent a scene (shown in the Fig. 1, which
is prohibitive in real-world applications.

In this paper, we aim to counteract the storage issue
of representations induced by using voxel grids meanwhile
retaining rendering quality. In order to better understand
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Figure 2. (a) NeRF learns a mapping from 3d coordinate (z,y, z) and viewing direction(, ¢) to color and density (r, g,b,0). (b)
Volumetric NeRF optimizes a volumetric grid and estimating color feature F; , . for sampling point via tri-linear interpolation. (c) Our
VQREF stores k-bits mapping index per voxel. The index point to the actual feature inside a codebook consisting of 2F codes.

the characteristic of grid models, we estimated the distri-
bution of voxel importance scores (shown in Fig. 4) and
observed that only 10% voxels contribute over 99% im-
portance scores of a grid model, indicating that large re-
dundancy exists in the model. Inspired by traditional tech-
niques of deep network compression [ 4], we present an ef-
fective and efficient framework for compressing volumetric
radiance fields, allowing about 100 storage reduction over
original grid models, with competitive rendering quality.

The illustration of the framework is shown in Fig. 3. The
proposed framework is quite general rather than restricted
to certain architecture. The overall framework is comprised
of three steps, i.e., voxel pruning, vector quantization and
post processing. Voxel pruning is used to omit the least im-
portant voxels which dominate model size while contribut-
ing little to the final rendering. We introduce an adaptive
strategy for pruning threshold selection with the aid of a
cumulative score rate metric, enabling the pruning strategy
general across different scenes or base models. In order
to further reduce model size, we propose to encode impor-
tant voxel features into a compact codebook by developing
importance-aware vector quantization with an efficient op-
timization strategy, where a joint tuning mechanism encour-
ages the compressed models approaching to rendering qual-
ity of original models. We finally perform a simple post-
processing step to obtain a model with quite small storage
cost. For example, as shown in Fig. 1, the original model a
storage cost of 104 MB and PSNR 32.66 can be compressed
into the model costing 1.05 MB with a negligible visual
quality loss (PSNR 32.65). We conduct extensive experi-
ments and empirical studies to validate the proposed com-
pression framework, showing the effectiveness and gener-
alization of the proposed compression pipeline on a wide
range of volumetric methods and varying scenarios.

2. Related Work
2.1. Neural Radiance Fields

Neural radiance fields [29] are a recently emerging tech-
nique. It provides an effective scene representation to en-
able a high-fidelity novel-view synthesis with only multi-
view input. Volumetric methods or explicit methods [2, 37,

,44] are one of the promising directions for NeRF op-
timization, especially in training efficiency and rendering
acceleration.

SNeRG [15] convert NeRF to a carefully designed grid
to achieve inference speedup. [44] take advantage of tra-
ditional octree data structure. Plenoxels [43] directly op-
timize a sparse spherical harmonic grid to model view-
dependent effects without a neural network. DVGO [37]
uses two voxel grid to represent both color features and den-
sity. PlenOctrees [44] make use of octree, InstantNGP [30]
adopted a multi-scale hash table framework, and TensorRF
[2] utilizes tensor decomposition [20] to approximate full
grid feature with tri-plane. All those methods, especially
the volumetric one, will inevitably enlarge the storage over-
head compared to NeRF’s pure mlp design.

2.2. Vector Quantization

Vector quantization [7,8, 1 1] is a classical lossy compres-
sion technique. It has been widely used in many real-world
applications, including image compression [4, 31], video
codec [22, 36] and audio codec [26,32]. The main idea of
vector quantization is to cluster a large set of vectors into
a smaller set of clusters and present each vector with cor-
responding cluster centroid. [10] introduce vector quantiza-
tion to deep neural network compression. [38] utilize a soft
vector quantization to compress neural fields. Vector quan-
tization has also been used in generative model [12,34,40],
but was meant to improve generation quality rather than
compression.
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Figure 3. Pipeline overview. We design a three stage compression pipeline, given a DVGO trained on “ficus” scene for example, voxel
prune reduce model size by 8x, vector quantization further improve compression ratio to around 33 X, and we achieve a total of 100X

compression with addtional post-processing.

2.3. Model Compression

Another most related topic is model compression, which
aims to reduce overall storage size while preserving max-
imum accuracy of the uncompressed model. Most model
compression technique fall into four major classes: (1)
model pruning [ 13, 14,4 1,42], which remove redundant con-
nections or layers from a neural network. (2) weight quan-
tization [14, 17,2 1] reduce model size by convert full preci-
sion float number to 8-bits or even lower representation. (3)
low-rank approximation [0, 18, 35] decomposes high-rank
matrix into a smaller counterpart. (4) knowledge distilla-
tion [1, 3, 16,33] use a well trained large network to guide
the training of a compact small network. Those approaches
are mostly orthogonal and can be used together, [14] uti-
lize both model prune, weight quantization and huffman
coding to further compress neural network. Some volumet-
ric radiance fields have already employed those techniques.
PlenOctrees [44],Re:NeRF [5] applies weight quantization.
Plenoxels’ empty voxel pruning mechanism is similar to
weight pruning. CCNeRF [39] and TensoRF [2] decom-
posed full-size tensor to its low-rank approximation.

3. Problem Statement

Neural radiance fields [29] learn a continuous function
that maps a 3D point x € R? and viewing direction d €
R3 to the view-dependent color ¢ € R? and the volume
density o € R through the use of a multilayer perceptron
(MLP) i.e. Fo : (x,d) — (c,0). According to the volume
rendering technique [27], the pixel color C (r) of a given
ray r = o + td can be estimated by accumulating the color
c and density d of sampling points along the ray:

N
C)=> T a;-c, (1)
i=1

i—1

T,=1[0-a), @

Jj=1

o = 1— exp(fazﬂi),

where d; is the distance between adjacent points. 7; is the
accumulated transmittance when reaching the point ¢, and
«; 1S ray termination probability.

Recently, volumetric radiance fields methods [37,43] in-
troduce voxel-based structure to facilitate the learning of
representations, i.e., optimizing a volumetric grid V =
{V¢, V,} and estimating the color features and density for
sampling points via tri-linear interpolation. The methodol-
ogy has shown significant benefit on training and inference
efficiency compared to the methods relying on large neural
networks. However, the use of volumetric representations
inevitably introduce considerable storage cost, which might
limit its usability in real world applications.

To address the issue, we introduce a simple yet efficient
framework to compress volumetric radiance fields with the
following operations, voxel pruning, vector quantization,
and post-processing with weight quantization and entropy
encoding, which will be described in detail in the following
sections.

4. Voxel Pruning

In order to better understand the statistics of volumetric
representations, we first compute the importance scores for
each voxel in the grid. Formally, according to the volume
rendering technique defined in Eqn.1 and 2, we can get the
sampling point x; which is tri-linearly interpolated with its
neighboring voxels v; where v; € N;.

L =T oy, 3)

The importance score is assigned to the voxel v; propor-
tionally according to its distance to the point x;. The im-
portance score of the voxel v; can then be obtained by ac-



cumulating the importance scores of sampling points which
contribute to it,

L= (I-|vi—xl|)-I 4)
x; EN}
Where N; denotes the set of the sampling points falling
within the neighborhood of v; and |v; — x;| < 1. In prac-
tice, we shoot a batch of cays on the images of the training
views and calculate the importance score of each sampling
point. The importance score for each voxel can be obtained
according to Eqn. 4.
Then we sort the voxels with ascending importance
scores and define the cumulative score rate with respect to
the parameter 6 as:

> L -1{L < 0}
_—ZII ,

where 1- denotes the binary indicator. The cumulative score
rate is proportional to the expectation on the cumulative dis-
tribution of voxel importance scores. Take the Lego scene in
the synthetic-NeRF dataset for example, we depict the curve
of the cumulative score rate on the DVGO’s model [37] in
the figure 4. As shown in the figure, there exist an obviously
long-tail phenomenon that more than 99.9% of the impor-
tance scores is contributed by the 10% of the voxels. In
other words, most of the voxels have minimal effect on ren-
dering results, which indicates large redundancy in the grid
model and can be pruned off without scarifying rendering
quality.

We expect the pruning strategy to be fairly general across
different scenarios or methods. In this regard, we use the
quantile function to adaptively select the threshold 6,, for
voxel pruning:

F(0) (5)

0, = F~'(Bp), (©6)

where (3, is a hyperparameter that represents the total
amount of importance to be pruned. For all the voxels with
the importance score lower than 6,,, we directly omit them
from the grid model (including densities and color features).

5. Vector Quantization

We compress the important voxels to further reduce
model size. Compared to density modality, color features
typically cost much more storage. In this regard, we adopt a
vector quantization strategy to encode voxel color features
into a compact codebook, so that the color features of multi-
ple voxels can be substituted by a single code vector. Then
the model only needs to store the codebook and the cor-
responding mapping index from voxels to the codebook in-
stead of storing individual voxels. We will present the train-
ing strategy for obtain an effective and compact codebook
in the following subsections.

Let us analyze the change of storage cost before and af-
ter performing vector quantization. Assume there are N
voxels with the channel dimension C, a codebook with the
size K x C is learned in vector quantization, where K is
supposed to be extremely smaller than N. Each feature is
typically saved in float16 format, so the color features of the
orginal voxels would cost N x C' x 16 bits. When applying
vector quantization, the storage cost for saving codebook is
16 KC bits and the index needs logz(K) bits to present a
single voxel point. Using the strategy can achieve the com-
pression rate r on model size as:

. 16NC
~ Nlogs(K) + 16KC

)

For example, when applying vector quantization with
4096 codes, The upper bound compression rate  would be
16 for DVGO [37], 64 for TensoRF [2] and 36 for Plenoxels
[43] at their default setting on the synthetic-NeRF dataset.

5.1. Codebook Initialization and Update

We use a weighted clustering strategy for initializing the
codebook by the consideration that the voxels with higher
importance scores typically have higher impact for render-
ing. Formally, the voxel features U = {u;,us, ..., uy} are
partitioned into the codebook B = {by, bs, ..., bx } where
N > K, by minimizing the weighted within-cluster sum of
squares:

K
argmind > ;= b3 I, ®)
B

k=1v;ER(by)

where u; and I; denote the color features and the impor-
tance score of v;, R(by,) denotes the set of voxels assigned
to the k-the code vector by,.

In practice, applying the weighted clustering is unpleas-
antly slow when n and k are large. We introduce an iterative
optimization strategy to approximate the procedure. Spe-
cially, we randomly select a batch of voxels from the grid at
each iteration and calculate the euclidean distance between
the selected voxel and each code vector in the codebook to
determine which code the voxel associates with. The code
vector is optimized by weighted accumulating the voxel fea-
tures belonging to the code by virtue of importance score,

Z Iu,. 9)

Here )\, is the decay factor for the moving average of the
code vector updating.

Code expiration. Using the iterative optimization might
encounter inactive code issue, which means some code vec-
tors may only associate with a minimal amount or even zero
amount of voxels while some code vectors are likely shared

by := A\¢by + (1 — /\d)
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Figure 4. (a) PDF and CDF of importance score. (b) We draw the quantile-quantile curve, which means x% of least important voxels
contributes to y% percent of total importance. Take DVGO (bottom left curve) for example, 97 % of least important voxels only contribute
20% total importance, which equals the importance contributed by the top 0.4% (1 — 99.6%) of voxels.

by a large amount informative voxels. It would result in
imbalanced assignment distribution which may degrade the
representation ability of the codebook. To address the is-
sue, we track the capacity of each code vector by, by esti-
mating the accumulated importance of the voxels assigned
to it during iteration, i.e., sy = »_ I;1{v; € R(bg)}. Then
we rank them in descending order and expire J codes with
lowest capacity, which are reinitialized with the features of
the top J mostly important voxels in the batch.

Which Voxel needs Quantization? In order to achieve
a good balance between rendering quality loss and com-
pression rate, we save a fraction of mostly important vox-
els without passing them through the vector quantization,
where the fraction rate is determined by the quantile defined
in the Eqn. 6 as,

Or = Q(Br) = F~(Br),

where (3, denotes the hyperparameter, and 6y, represents the
keeping threshold. The voxels with the important score
larger than 6;, are directly stored, named as non-vector-
quantized voxels (non-VQ voxels). As shown in Fig. 4, the
statistics reveal that the top 1% of voxels can contribute over
60% of the importance, saving a fraction of voxels facil-
itate rendering quality preservation with minimal increase
on storage, achieving a better trade-off compared to com-
pressing all through VQ.

(10)

5.2. Joint Finetune

Directly performing vector quantization after voxel
pruning can compress a grid model to 5% of the original

size, but it would bring in unacceptable performance loss
(from 31.88 to 31.32 in the ablation study in Table 3). In
order to improve the effectiveness of the vector quantiza-
tion strategy, we propose to fine-tune on the features in the
voxels grid (as well as MLPs if the original method used)
jointly with the VQ optimization. The insight is similar to
weight pruning and quantization in deep network compres-
sion [14], as we expect to tune the compressed grid model
to approach the performance of the original model. Take the
compression on DVGO for example. During joint finetun-
ing phase, we fix and save the voxel-to-codebook mapping.
Four parts need to be tuned including 1) code vector in the
codebook, 2) density grid, 3) non-VQ voxels and 4) small
network originally used in the DVGO.

As the size of voxel gradients are extremely large
but sparse, we update each code vector by synchronizing
weights across the voxels assigned to it for every ¢ itera-
tions, which can boost training efficiency.

6. Post-Processing

We can further reduce model size via the post-processing
step, comprised of weight quantization [9] and entropy en-
coding [25]. We use a simple uniform weight quantization
on the density voxel and non-vector-quantized feature vox-
els, without operating on codebook as it is fairly compact.
An 8-bit weight quantization casts full-precision floating
number to unsigned integers.

We store two boolean masks to identify which voxel have
been pruned, vector quantized or saved unaltered. The stor-
age for a DVGO model finally comes from saving the fol-



lowing six components, 1) the 2-bits mask, 2) code vectors
in the codebook, 3) mapping indexes between voxels and
codebook, 4) 8-bit quantized density grid, 5) 8-bit quan-
tized non-VQ voxels and 6) the small network the method
originally used. We encode them with entropy encoding
(LZ77 [24,45,46]) and pack them together to get the final
storage cost.

7. Experiments
7.1. Datasets

Synthetic-NeRF. The Synthetic-NeRF dataset was first
introduced by [29] and has been widely adopt by subsequent
work. It contains 8 scenes rendered at 800 x 800 by Blender.
Each scene contains 100 rendered views as training set and
200 views for testing.

Synthetic-NSVE. The Synthetic-NSVF dataset [23] in-
cludes eight objects with more complex geometry and light-
ing conditions. They are rendered in the same resolution as
Synthetic-NeRF.

LLFF. The LLFF dataset [28] was made of 8 real-world
scenes captured by handheld mobile phone cameras. The
views are forward-facing towards the scene. We use the
images at 1008 x 756.

Tanks & Temples. The Tanks and Temples dataset [19]
was reconstructed from video dataset which was captured
in the real world. All the images are captured at 1920 x
1080 pixels. Here we use five scenarios (Barn, Caterpillar,
Family, Ignatius, Truck) which have no background.

7.2. Implementation Detail

When adapting VQREF to a specific method, we first ob-
tain a non-compressed grid model following each method’s
default training config. The prune quantile 3, is set to 0.001
for all datasets across all methods. The keep quantile [y,
is 0.6 for DVGO and Plenoxels, while 0.7 for TensoRF.
We chose 4096 as the default codebook size for all experi-
ments. The codebook initialization takes 100 iterations with
a batchsize of 10000 voxel points per iteration. Moving
average factor Ay was set to 0.8, and ten dead codes was
expired at every step. During the joint finetune phase, all
learning rates are reverted to the midterm setting of their
default training schedule. Please refer to the appendix for
more details.

VQ-DVGO. We use VQ-DVGO as the default method
for all the experiments and ablation studies in section 7 , we
joint finetune it for 10000 steps with 8196 rays per batch.
The overall compressing time takes about 50% of the origi-
nal training time across different scenes.

VQ-Plenoxels. As Plenoxels have no neural network at
all we only need to tune the vector quantized voxel grid
in joint finetuning phase. We tune it with 25600 steps
(equal to two epochs of original setting) with a batchsize

of 5000, This compression pipeline brings about 20% addi-
tional time cost upon original training time.

VQ-TensoRF. We choose TensoRF-VM-192 as the de-
fault model. As tensoRF utilize a triplane structure as the
feature volume, we assign three different codebooks to the
three planes for more extensive model capacity. Moreover,
three additional codebooks were used to apply vector quan-
tization on density planes.

7.3. Results

Quantitative result. We compare our work with original
NeRF and other uncompressed volumetric radiance fields
in Table 1. Here the *VQ-’ prefix stands for “’vector quan-
tized”, i.e., the volumetric radiance fields compressed by
our pipeline. All the reported model size of original DVGO,
Plenoxels, and TensoRF was calculated after a standard zip
compression for a fair comparison.

As shown in Table 1, VQRF can realize satisfaction
performance across all the combinations of methods and
datasets. VQ-DVGO shows the achieved highest compres-
sion performance among the three methods, realizing an
average compression ratio of 75 x on the synthetic-NeRF
dataset with negligible PSNR drop (0.13 dB). We believe
that this performance advantage comes from the greater re-
dundancy of DVGO compared to Plenoxels and TensoRF
as illustrated in Figure 4. Nonetheless, despite the fact that
Plenoxels already employed an empty voxel prune mecha-
nism to reduce the model size, our pipeline still achieved a
fairly good compression performance with over 20 X com-
pression and a 0.2 dB performance drop in terms of PSNR.
TensoRF has the smallest original model size, as it utilizes
the decomposed tensor to represent the volumetric grid.
This also means it has the lowest redundancy, but our VQ-
TensoRF still enables a 20 x compression and has better
performance in both model size and rendering quality even
compared to its own compressed setting “TensoRF-CP”.

Visual Result. We compare the rendering result of
the compressed model and uncompressed model in figure
5,6,7, The visual difference is hard to be observed in both
synthetic bounded scenes, forward-facing scenes, and real
bounded scenes across all methods.

Composition of final storage. Figure 8 demonstrate the
proportion of the three different part after applying our com-
pression pipeline to volumetric radiance fields. Since meta-
data and MLP weights take a fairly small amount of storage,
we combine their size with codebook’s size for better visu-
alization.

7.4. Ablation Study

We conduct three ablation studies with VQ-DVGO on
the synthetic-nerf dataset:
Pruning and keeping percentage. We first compare dif-
ferent choices of 3, and (). As shown in Table 4, smaller



Synthetic-NeRF Synthetic-NSVF LLFF Tanks&Temples

Methods PSNR SSIM SIZE | PSNR SSIM SIZE | PSNR SSIM SIZE | PSNR SSIM  SIZE

(dB)? T MB)| | (dB)t 1) (MB)| | (dB)t T (MB)| | (dB)t T (MB)|
NeRF [29] 31.01  0.947 5.0 - - - 26.50 0.811 5.0 2578  0.864 5.0
CCNeRF-CP [39] | 30.55 0.935 44 - - - - - - 27.01 0.878 4.4
TensoRF-CP [2] 31.56  0.949 39 3448 0971 39 - - - 27.59  0.897 39
DVGO [37] 3190 0956 1059 | 3490 0975 1198 - - - 2829 0910 1134
VQ-DVGO 31.77 0954 14 3472 0974 1.3 - - - 28.26  0.909 1.4
Plenoxels [43] 31.71 0958 2598 | 34.12 0977 2833 | 2643 0.842 20062 | 26.84 0911 367.7
VQ-Plenoxels 31.53  0.956 13.7 3391 0976 11.9 2628 0.839 400 26.73  0.908 14.3
TensoRF [2] 33.09 0963 67.6 3672 0982  71.6 26.70  0.836  179.8 | 28.54 0.921 72.6
VQ-TensoRF 3286 0.960 3.6 36.16  0.980 4.1 26.46  0.824 8.8 2820 00913 33

Table 1. Quantitative comparison. We compare our VQRF with origin NeRF, uncompressed volumetric radiance fields and other methods
focus on model size. Compared to all the baseline, our method achieve best psnr-size trade-off.

GT DVGO

VQ-DVGO

Plenoxels ~ VQ-Plenoxels  TensoRF  VQ-TensoRF

Figure 5. Qualitative Comparison. We can hardly observe visual artifacts on the rendering result of compressed model compared to its

original model, even in the zoom-in images.

pruning parameter (3, brings better rendering quality and
enlarge model size in the meantime, while 35 works in a
contrary way, smaller choice degrades visual performance
and improve compression ratio.

Codebook size. Codebook size is another important hyper-
parameter that could be tuned, as shown in Table 2, model
size and rendering quality increase simultaneously as code-
book size increases. A codebook larger than 4096 only
brings minimal improvement on PSNR with an dispropor-
tionate additional storage.

Step-by-step analysis. We conduct a step-by-step experi-

ment to demonstrate the benefit of each module in the pro-
posed framework, and the results are listed in Table 3. We
calculate the size after a zip compression for fair compari-
son. Compared to the uncompressed baseline, voxel prun-
ing achieves 5x compression with a negligible PSNR drop,
vector quantization bring another 5 x reduction but decrease
PSNR by 0.5dB. Joint finetuning recovers most of the ren-
dering performance without affecting model size. Finally,
our model size reaches 1 MB level by applying weight
quantization.
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Figure 6. Visual quality comparison of origin model versus our compressed model on real forward-facing dataset.
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Ground Truth DVGO VQ-DVGO
Figure 7. Rendering results on synthetic-NSVF dataset and

Tanks&Temples dataset show that our method can easily gener-
alize to datasets with different distributions.
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Figure 8. Visualization of model size proportion after compres-
sion. “Inward” represent the average results of synthetic-NeRF,
synthetic-NSVF, and Tanks&Temples datasets.” Forward” repre-
sent results on LLFF datasets.

8. Conclusion

In this paper we proposed VQRF, a novel compres-
sion framework designed for volumetric radiance fields like
DVGO and Plenoxels. Using an adaptive voxel pruning
mechanism, a learnable vector quantization, and a simple

| PSNRT  SSIM?  LPIPS| | SIZE|

16 | 30.63 0.944 0.071 1.040

64 | 31.19 0.949 0.065 1.134
256 | 31.44 0.951 0.062 1.164
1024 | 31.62 0.953 0.059 1.308
4096 | 31.77 0.954 0.057 1.431
16384 | 31.81 0.955 0.056 1.630

Table 2. Ablation of codebook size.

| PSNRT  SSIMf  LPIPS| | SIZE|

baseline | 3190 0956  0.054 | 105.9
+voxel pruning 31.88 0956  0.054 | 19.0
+vector quantization 31.32 0.952 0.061 4.8

+joint finetune 31.79 0.954 0.036 4.8
+weight quantization | 31.77 0.954 0.057 1.4

Table 3. Step-by-step analysis on performance gain.

weight quantization, we are able to compress the overall
model size to 1 MB without degrading rendering quality.
Extensive experiments demonstrate the effectiveness and
generalization ability of VQRF, which achieves adequate
performance on multiple methods across different datasets.
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Compressing Volumetric Radiance Fields to 1 MB
Appendix

A. Detailed Results

We present detailed results for each scene on the datasets
used in the main paper, including synthetic-NeRF [29] in
Table 5, LLFF [28] in Table 6, synthetic-NSVF [23] in Ta-
ble 7 and Tanks&Temples [ 19] in Table 8, respectively. The
detailed comparison validate that our method can achieve
comparable rendering quality with significant advantage on
model size overhead compared to original DVGO [37],
Plenoxels [43] and TensoRF [2], demonstrating the effec-
tiveness and generalizability of our method.

B. More Qualitative Comparisons

We further show rendering a randomly selected view of
example scenes on the datasets in Figure 9, 10, 11 and 12,
respectively. The rendering quality of the model after com-
pression via our method can be effectively preserved com-
pared to the model before compression, even on fine details,
meanwhile we can achieve 100x lower storage cost via our
compression framework.

C. Implementation Details

The model of DVGO consists of density grid, feature
grid and a shallow MLP for color estimation. As mentioned
in the main paper, we first prune off less important vox-
els according to the quantile of the cumulative score rate.
We only use the voxels that need to be vector quantized for
codebook initialization. After codebook initialization, we
start joint finetuning with the learning rate 8e-2 for density
grid, 1.6e-3 for both the feature grid and the shallow MLP.
We adopt a exponential learning rate decay schedule follow-
ing its original setup, downscaling the learning rates by 0.3
for every 10k iterations. The finetuning stage takes 10000
iterations with 8192 rays per iteration.

Plenoxels consist of a density grid and a feature grid
filled with spherical harmonic coefficients. During joint
finetune stage. The fintune stage takes 25600 iterations,
which are equal to two epochs in the original Plenoxels, by
resetting the learning rate scheduler to the sixth epoch in the
origin setting.

For TensoRF, we leverage a virtual grid and compute im-
portance scores for all the grid points. Then the points are
projected onto tri-planes by aggregating them along each
axis. The finetuneing stage for TensoRF takes 10000 itera-
tions, with the learning rate Se-3 for all the density tri-plane,
feature tri-plane and the shallow MLP. We adopt an expo-
nential learning rate decay for TensoRF, downscaling the
learning rate by 0.3 for every 30k iterations.
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Ground Truth VQ-DVGO VQ-Plenoxels VQ-TensoRF

Figure 9. NeRF-Synthetic scenes. We show a random view for each scene in the dataset, comparing ground truth with our VQ-DVGO,
VQ-Plenoxels, VQ-TensoRF.

12



Ground Truth VQ-Plenoxels VQ-TensoRF

Figure 10. LLFF scenes. We show a random view for each scene in the dataset, comparing ground truth with our VQ-Plenoxels, VQ-
TensoRFE.
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Ground Truth VQ-DVGO VQ-Plenoxels VQ-TensoRF

Figure 11. Synthetic-NSVF scenes. We show a random view for each scene in the dataset, comparing ground truth with our VQ-DVGO,
VQ-Plenoxels, VQ-TensoRF.
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Ground Truth VQ-DVGO VQ-Plenoxels VQ-TensoRF

Figure 12. Tanks&Temples scenes. We show a random view for each scene in the dataset, comparing ground truth with our VQ-DVGO,
VQ-Plenoxels, VQ-TensoRF.
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Synthetic-NeRF

Method Chair Drums Ficus Hotdog Lego Materials Mic Ship Avg.
DVGO 99.86  90.64 10398 12473 118.56 163.77  47.03 98.79 105.92
VQ-DVGO 0.99 0.89 1.06 1.46 1.48 3.11 0.41 2.05 1.43
. Plenoxels 186.17 161.51 108.46 292.43 294.53 196.51 82.27 75637 259.78
Size(MB) (J)

VQ-Plenoxels  10.12 7.17 431 17.45 13.56 4.09 12.35 4041 13.68

TensoRF 62.99 6320 66.00 78.06 63.88 78.51 62.09 6574 67.56

VQ-TensoRF 3.47 3.31 4.12 3.52 3.57 4.27 2.44 3.76 3.56

DVGO 34.09 2547  32.66 36.67 34.59 29.51 33.11  29.11 31.90

VQ-DVGO 33.80 2538  32.67 36.47 34.27 29.28 33.11 2924 31.77

PSNR(AB) (1) Plenoxels 33.99 2535 31.83 36.42 34.10 29.14 33.27  29.62  31.71
VQ-Plenoxels 33.82 2530  31.87 36.01 33.66 28.89 33.24 2945  31.53

TensoRF 35.61 2598 3395 37.40 36.36 30.03 34.82  30.57 33.09

VQ-TensoRF  35.10 2597  33.85 36.98 36.03 30.07 3445 3038  32.86

DVGO 0976 0930 0978 0.980 0.976 0.950 0.983 0.878  0.956

VQ-DVGO 0974 0928 0977 0.978 0.973 0.945 0.982 0.877 0.954

SSIM(1) Plenoxels 0977 0933  0.976 0.980 0.975 0.949 0.985 0.890 0.958
VQ-Plenoxels 0975  0.931 0.975 0.979 0.972 0.945 0.984 0.889  0.956

TensoRF 0984 0937 0.982 0.982 0.983 0.952 0.988 0.892  0.963

VQ-TensoRF  0.981 0.932  0.982 0.980 0.981 0.950 0.986 0.887  0.960

DVGO 0.017  0.060 0.015 0.018 0.013 0.027 0.014 0.117  0.035

VQ-DVGO 0.018  0.061 0.017 0.018 0.013 0.033 0.014 0.112  0.036

Plenoxels 0.019 0.055 0.015 0.018 0.016 0.012 0.026 0.083  0.031

LPIPS ArEx({)

VQ-Plenoxels 0.020  0.057  0.016 0.021 0.018 0.031 0.013 0.089  0.033

TensoRF 0.010  0.051 0.013 0.014 0.007 0.027 0.008 0.087  0.027

VQ-TensoRF  0.016 0.063  0.014 0.017 0.009 0.030 0.013 0.094 0.032

DVGO 0.028 0.078  0.025 0.034 0.027 0.059 0.018 0.160  0.054

VQ-DVGO 0.032 0.082  0.028 0.039 0.030 0.066 0.020 0.160  0.057

Plenoxels 0.031 0.067  0.026 0.038 0.028 0.057 0.015 0.134  0.050

LPIPSycc({)

VQ-Plenoxels 0.033  0.072  0.028 0.041 0.033 0.064 0.017 0.139  0.053

TensoRF 0.022 0.072  0.023 0.032 0.018 0.060 0.015 0.141 0.048

VQ-TensoRF  0.035 0.099  0.028 0.040 0.024 0.064 0.025 0.149  0.058

Table 5. Per-scene results on Synthetic-NeRF [
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LLFF

Method Fern Flower Room Leaves Horns Trex Fortress  Orchids Avg.
Plenoxels 184222 171930 1613.74 2061.28 1959.84 1819.81 1685.97 3347.22 2006.17

Size(MB) () VQ-Plenoxels  38.94 38.92 31.40 41.71 38.34 34.64 38.82 57.40 40.02
TensoRF 179.92 179.81 179.87 179.70 179.81 179.85 179.87 179.90 179.84

VQ-TensoRF 8.61 8.97 8.02 9.14 8.40 8.11 9.32 9.20 8.72

Plenoxels 25.51 28.16 30.29 21.58 27.68 26.51 31.10 20.65 26.44

PSNR(dB) (1) VQ-Plenoxels  25.46 27.91 30.18 21.50 27.52 26.11 30.93 20.53 26.27

TensoRF 25.03 28.10 32.16 21.12 28.31 27.56 31.44 19.85 26.70

VQ-TensoRF 24.82 27.82 31.89 21.00 27.96 27.30 31.14 19.75 26.46

Plenoxels 0.835 0.866 0.938 0.764 0.859 0.891 0.886 0.698 0.842

SSIM(1) VQ-Plenoxels  0.833 0.861 0.936 0.761 0.856 0.888 0.884 0.691 0.839

TensoRF 0.801 0.857 0.952 0.744 0.883 0.910 0.898 0.644 0.836

VQ-TensoRF 0.791 0.843 0.947 0.727 0.866 0.902 0.881 0.636 0.824

Plenoxels 0.150 0.122 0.128 0.153 0.178 0.132 0.108 0.187 0.145

VQ-Plenoxels  0.146 0.119 0.126 0.146 0.176 0.131 0.105 0.184 0.142

LPIPS Arex (1)

TensoRF 0.157 0.103 0.076 0.144 0.103 0.080 0.067 0.192 0.115

VQ-TensoRF 0.166 0.115 0.084 0.156 0.125 0.089 0.098 0.202 0.129

Plenoxels 0.835 0.866 0.938 0.764 0.859 0.891 0.886 0.698 0.842

VQ-Plenoxels  0.220 0.180 0.199 0.200 0.232 0.238 0.178 0.241 0.211

LPIPSyca({)
TensoRF 0.249 0.178 0.162 0.221 0.182 0.201 0.143 0.281 0.202
VQ-TensoRF 0.263 0.200 0.173 0.249 0.214 0.218 0.183 0.294 0.224

17

Table 6. Per-scene Results on LLFF [28].



Synthetic-NSVF

Method Bike  Lifestyle Palace Robot Spaceship Steamtrain Toad  Wineholder  Avg.
DVGO 114.91 103.68 109.25 102.15 132.30 156.25 133.37 106.40 119.79
VQ-DVGO 1.08 1.08 1.50 0.99 1.67 1.98 0.85 0.94 1.26
. Plenoxels 89.25 361.27  629.13 137.08 183.12 91.79 610.44 164.62 283.34
Size(MB) ({)

VQ-Plenoxels  4.14 15.88 27.54 6.21 6.80 4.17 22.72 7.57 11.88

TensoRF 73.53 67.56 67.37 70.73 70.60 83.71 71.44 68.18 71.64

VQ-TensoRF 3.75 4.47 3.70 3.69 4.24 4.49 5.18 3.88 4.17

DVGO 38.14 33.74 3446  36.38 37.53 35.43 32.99 30.26 34.87

VQ-DVGO 37.89 33.65 3442  36.06 37.51 35.32 32.68 30.25 34.72

PSNR(AB) (1) Plenoxels 37.83 31.04 3530 35091 34.36 34.21 34.34 30.01 34.12
VQ-Plenoxels  37.47 30.93 3494 3561 34.25 34.00 34.16 29.91 33.91

TensoRF 39.39 34.64 37.84  38.55 38.74 37.99 35.10 31.49 36.72

VQ-TensoRF  38.67 34.46 3742 3795 38.36 37.60 33.54 31.36 36.17

DVGO 0.991 0.965 0.962  0.992 0.987 0.987 0.965 0.950 0.975

VQ-DVGO 0.991 0.964 0.961 0.991 0.987 0.987 0.963 0.950 0.974

SSIM(1) Plenoxels 0.992 0.967 0.974  0.991 0.981 0.983 0.976 0.959 0.978
VQ-Plenoxels  0.991 0.965 0.972  0.990 0.981 0.981 0.974 0.957 0.976

TensoRF 0.993 0.969 0.981 0.995 0.989 0.991 0.979 0.962 0.982

VQ-TensoRF  0.992 0.967 0.978 0.994 0.988 0.989 0.970 0.960 0.980

DVGO 0.004 0.026 0.027 0.005 0.009 0.011 0.029 0.036 0.018

VQ-DVGO 0.004 0.026 0.025 0.005 0.010 0.011 0.029 0.035 0.018

Plenoxels 0.004 0.030 0.016  0.006 0.017 0.017 0.019 0.027 0.017

LPIPSarex(])

VQ-Plenoxels  0.005 0.032 0.018 0.006 0.018 0.018 0.021 0.029 0.018

TensoRF 0.003 0.020 0.010  0.003 0.009 0.006 0.014 0.022 0.011

VQ-TensoRF  0.003 0.022 0.011 0.003 0.010 0.007 0.022 0.024 0.013

DVGO 0.011 0.053 0.043 0.013 0.020 0.022 0.046 0.054 0.033

VQ-DVGO 0.013 0.056 0.043 0.013 0.022 0.023 0.047 0.056 0.034

Plenoxels 0.011 0.047 0.026  0.013 0.025 0.030 0.031 0.046 0.029

LPIPSyca(l)

VQ-Plenoxels  0.013 0.050 0.029 0.014 0.026 0.033 0.032 0.050 0.031

TensoRF 0.010 0.046 0.021 0.010 0.020 0.017 0.028 0.048 0.025

VQ-TensoRF  0.013 0.051 0.024  0.011 0.022 0.023 0.044 0.053 0.030

Table 7. Per-scene Results on Synthetic-NSVF [
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Tanks&Temples

Method Barn  Caterpillar Family Ignatius  Truck Avg.
DVGO 137.69 116.77 97.71 102.08 112.73 113.40
VQ-DVGO 1.82 1.46 1.20 1.12 1.42 1.40
Size(MB) (1) Plenoxels 373.69 337.52 527.12 34143 25876 367.71
VQ-Plenoxels  11.97 13.40 20.90 15.63 9.43 14.27
TensoRF 80.82 72.07 67.11 67.23 75.95 72.64
VQ-TensoRF 3.04 3.47 2.79 3.46 3.51 3.25
DVGO 26.80 25.67 33.74 28.20 27.08 28.30
VQ-DVGO 26.76 25.66 33.66 28.23 27.00  28.26
PSNR(B) (1) Plenoxels 24.57 25.18 30.03 27.86 26.55 26.84
VQ-Plenoxels  24.53 24.99 29.93 27.76 26.43 26.73
TensoRF 27.48 25.92 34.06 28.38 26.89 28.54
VQ-TensoRF  27.11 25.59 33.43 28.27 26.59 28.20
DVGO 0.837 0.903 0.962 0.943 0.905 0.910
VQ-DVGO 0.837 0.901 0.961 0.942 0.903 0.909
SSIM (1) Plenoxels 0.842 0.904 0.959 0.942 0.909 0911
VQ-Plenoxels  0.839 0.899 0.957 0.939 0.906  0.908
TensoRF 0.866 0.910 0.966 0.949 0.913 0.921
VQ-TensoRF  0.857 0.902 0.960 0.944 0.903 0.913
DVGO 0.292 0.152 0.063 0.092 0.146  0.149
VQ-DVGO 0.287 0.150 0.060 0.089 0.143 0.146
LPIPS 47 px (1) Plenoxels 0.277 0.164 0.075 0.094 0.152  0.153
VQ-Plenoxels  0.291 0.162 0.075 0.102 0.152  0.156
TensoRF 0.208 0.135 0.053 0.076 0.126  0.120
VQ-TensoRF  0.231 0.167 0.063 0.084 0.155 0.140
DVGO 0.294 0.170 0.070 0.087 0.161 0.156
VQ-DVGO 0.296 0.173 0.070 0.087 0.163 0.158
LPIPSy e (1) Plenoxels 0.277 0.164 0.075 0.094 0.152  0.153
VQ-Plenoxels  0.284 0.179 0.080 0.103 0.160  0.161
TensoRF 0.248 0.160 0.060 0.077 0.148 0.139
VQ-TensoRF  0.275 0.193 0.075 0.088 0.182  0.163

Table 8. Per-scene Results on Tanks&Temples [
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