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Abstract

Training machines to synthesize diverse handwritings
is an intriguing task. Recently, RNN-based methods have
been proposed to generate stylized online Chinese charac-
ters. However, these methods mainly focus on capturing
a person’s overall writing style, neglecting subtle style in-
consistencies between characters written by the same per-
son. For example, while a person’s handwriting typically
exhibits general uniformity (e.g., glyph slant and aspect
ratios), there are still small style variations in finer de-
tails (e.g., stroke length and curvature) of characters. In
light of this, we propose to disentangle the style repre-
sentations at both writer and character levels from indi-
vidual handwritings to synthesize realistic stylized online
handwritten characters. Specifically, we present the style-
disentangled Transformer (SDT), which employs two com-
plementary contrastive objectives to extract the style com-
monalities of reference samples and capture the detailed
style patterns of each sample, respectively. Extensive exper-
iments on various language scripts demonstrate the effec-
tiveness of SDT. Notably, our empirical findings reveal that
the two learned style representations provide information
at different frequency magnitudes, underscoring the impor-
tance of separate style extraction. Our source code is public
at: https://github.com/dailenson/SDT.

1. Introduction

As the oldest writing system, Chinese characters are
widely used across Asian countries. When compared
with Latin scripts, Chinese characters encompass an excep-
tionally vast lexicon (87,887 characters in GB18030-2022
charset) and have intricate structures composed of multiple
strokes. Recently, the intriguing task of generating Chinese
characters has garnered significant attention [14,34,45]. A
promising approach to synthesising realistic handwritings is
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Figure 1. Illustration of two online handwritten Chinese charac-
ters, with each color representing a stroke. The increasing num-
bers indicate the writing order from the start to the end.

to progressively generate online characters (i.e., the hand-
writing trajectory in a sequential format) [56]. As shown in
Figure 1, online characters convey richer information (e.g.,
the order of writing) and thus pave the way for various ap-
plications, including writing robots [55].

Our goal is to automatically generate online Chinese
handwritings that not only correspond to specific textual
content, but also emulate the calligraphic style of a given
exemplar writer (e.g., glyph slant, shape, stroke length, and
curvature). This task thus holds potential for a wide range of
applications, such as font design and calligraphy education.
A popular solution [25] is to extract style information from
the provided stylized samples and merge it with the content
reference. Deeplmitator [61] concatenates the style vector
obtained from a CNN encoder with a character embedding,
which is then fed into the RNN decoder to generate styl-
ized online characters. WriteLikeYou [43] adopts the large-
margin softmax loss [49] to promote discriminative learning
of style features. However, these methods mainly focus on
the overall writing style, thus overlooking the detailed style
inconsistencies (e.g., the highlighted regions in Figure 2)
between characters produced by the same writer.

The observations mentioned above inspire us to disen-
tangle style representations at the writer and character levels
from the stylized handwritings. However, accurately cap-
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Figure 2. Handwritten character samples from three unique writ-
ers, with each row containing characters by the same person. De-
spite sharing similar overall handwriting styles (e.g., glyph slant),
subtle style differences (e.g., stroke length, location, and curva-
ture) can still be observed among them.

turing these two styles is a challenging task. To address
this, we propose a style-disentangled Transformer (SDT)
equipped with a dual-head style encoder. Specifically, we
employ the contrastive learning framework [19] to guide
each head in concentrating on writer-wise and character-
wise styles, respectively. For the overall writer-wise style,
we treat characters from the same writer as positive in-
stances, and characters from different writers as negatives.
This enables the encoder to learn the style commonalities
among characters written by the same writer. Regarding the
detailed character-wise style, we independently sample pos-
itive pairs within a character, and sample negative samples
from other characters, as illustrated in Figure 3. Aggregat-
ing positive views of a character encourages the encoder to
focus on the intricate character style patterns.

In addition, we introduce a content encoder for SDT to
learn a textual feature with a global context. The two style
representations, along with the textual feature, are then fed
into a decoder that progressively generates online charac-
ters. Given that the output characters are in sequential form,
we employ Transformer [48], a powerful sequence model-
ing architecture, as our backbone.

To extend SDT for generating offline Chinese handwrit-
tings (i.e., character images with stroke-width, e.g., Fig-
ure 12 to 16 in Appendix), we further propose an offline-to-
offline generation framework. We first use SDT to generate
online characters with significant shape changes, and then
decorate them with stroke width, ink-blot effects, efc. This
enables us to generate authentic offline handwritings. For
more details, please refer to Appendix A.4.

We summarize our contributions in three key aspects:

* We are the first to disentangle two style representations
(i.e., writer-wise and character-wise) for enhancing
Chinese handwriting generation. Our findings show
that the former focuses more on low-frequency infor-
mation, while the latter captures higher frequencies.
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Figure 3. In this two-character example, we 1ndependently sample
the positive pair, i.e., 0 and o™, within the first character, while
the negative o~ is sampled from another character. Our sampling

strategy randomly selects a small subset of patches, following a
uniform distribution.

* We introduce a novel online character generation
method, i.e., SDT. Extensive experiments on handwrit-
ing datasets in Chinese, English, Japanese, and Indic
scripts demonstrate its effectiveness and superiority.

* Building on the SDT, we further develop an offline-
to-offline framework that can produce more plausible
offline handwritten Chinese characters, as evidenced in
Appendix A.4.

2. Related Work

Handwriting generation. Various style-content disentan-
gling methods [2, 12,25,29,35] have been proposed to gen-
erate handwritings with arbitrary styles. These methods as-
sume that reference samples can be decomposed into style
and content spaces. They disentangle calligraphic styles
from reference samples and recombine them with specific
textual content for controllable style synthesis. For in-
stance, DeepWriting [2] adopts RNNs to extract the style
vectors from online handwritings, and then combines them
with character embeddings for synthesizing stylized online
handwritings. However, it typically over-smooths the styles
of distinct letters and loses key details, since its extracted
style vectors are letter-independent [29].

DSD [29] addresses the over-smooth problem by seg-
menting online handwritten words into isolated letters and
encoding them into global and letter-specific style vectors,
improving synthetic handwriting quality. Compared with it,
our method can explicitly capture more fine-grained details
(e.g., stroke length, location and curvature), which are more
difficult to obtain. Besides, these methods [2, 29, 47] rely
on extra fine annotations to segment input cursive scripts,
while our SDT need not. Recently, HWT [6] uses a vanilla
Transformer encoder for style pattern extraction. However,
these methods [2, 6, 12,25,29] rely on complex content ref-
erences, such as recurrent embeddings and letter-wise fil-



ter maps. SLOGAN [35] addresses this issue by extracting
textual contents from easily obtainable printed images, but
it struggles with generalizing to unseen handwriting styles
due to the fixed writer ID. In contrast, our SDT effectively
obtains content and style information, and thus can synthe-
size characters with arbitrary styles well.

Regarding handwritten Chinese characters, several at-
tempts [7, 22, 27] use GANs to generate Chinese hand-
writing images, but always result in characteristic artifacts.
Drawing [56] and FontRNN [44] adopt RNNs, but they can-
not flexibly control the handwriting styles. In addition,
Deeplmitator [61] and WriteLikeYou [43] propose style-
controlled generation using style representations from of-
fline images [01] or online trajectories [43]. Unlike these
methods [43,61] that only extract an overall writer style, our
SDT captures both writer and character-level styles, signifi-
cantly improving the performance of handwriting imitation.

Contrastive learning. Contrastive learning [19, 57] has
been widely used in various fields [13, 40,41, 46, 58, 59].
Some image translation studies [20, 39] use contrastive
learning to enhance natural image generation quality, en-
couraging content preservation during transfer. Unlike
these methods [20,39], our SDT aligns independently sam-
pled patches from the same input, aiming to improve style
representations of handwritings.

3. Method

Problem statement. We aim to synthesize stylized online
handwritings with conditional content and style. Given a
content image I and a set of style images X = {xi}X
randomly sampled from a writer ws, we aim to generate
an online handwritten Chinese character YS that reflects the
calligraphic style of w, and retains the textual content of I.
The key challenge lies in obtaining discriminative style rep-
resentations from a limited number of stylized samples.

To address this task, inspired by our observations
(cf. Figure 2) of the overall uniformity (i.e., writer-wise
style) and inconsistent details (i.e., character-wise style),
we propose to disentangle the style of exemplar writers into
overall and detailed styles for enhancing handwriting im-
itation performance. To achieve this, we introduce a new
style-disentangled Transformer (SDT) approach to decou-
ple the two styles from individual handwritings. The overall
scheme of SDT is presented below.

3.1. Overall Scheme

As shown in Figure 4, SDT consists of a dual-head style
encoder, a content encoder, and a Transformer decoder.
The style encoder (cf. Section 3.2) is designed to learn the
writer-wise and character-wise styles. It firstly extracts rich
calligraphic style patterns from reference style examples X,
via a sequential combination of a CNN and a Transformer

encoder, followed by the writer and glyph heads to disen-
tangle the writer-wise and character-wise styles from the
extracted style patterns. To this end, we propose two con-
trastive objectives, WriterNCE L,,; and GlyphNCE L,
to encourage the encoder to learn the two styles, respec-
tively. Specifically, £,,,-; maximizes the mutual information
between character instances belonging to the same writer,
while L, associates the positive pair independently sam-
pled from the same character. Guided by £,,,; and L;,, the
writer and glyph heads can acquire discriminative writer-
wise and character-wise style features, respectively.

The content encoder uses a standard Resnet18 [21] as the
CNN backbone to learn the compact feature map grqp €
R"Xwxc from a content reference I, and feeds the flattened
feature patches into a Transformer encoder to extract the
textual content representation ¢ € R?*¢, where d = h x w
and c is the channel dimension. Benefiting from the strong
capability of Transformer to capture long-range dependen-
cies between feature patches, the content encoder expects
an informative content feature ¢ with a global context.

After the two encoders, a multi-layer Transformer de-
coder (cf. Section 3.3) is used to synthesize Y, in an auto-
regressive fashion, conditioned on the two style representa-
tions and the content feature. This decoder is supervised by
the pen moving prediction loss £,,. and pen state classifi-
cation loss L .,.

To summarize, the overall training objective of SDT
combines all four loss functions:

E = Ewm' + Egly + Lp’r‘e + /\ﬁclsa (l)

where ) serves as a trade-off factor. Each component of our
SDT is detailed in the following Section 3.2 and Section 3.3.

3.2. Dual-head Style Encoder

As illustrated in Figure 2, there are two distinct styles
in a person’s handwriting: writer-wise and character-wise
styles. We propose a dual-head style encoder to obtain the
two style representations. As shown in Figure 4, the input
X = {2}K is firstly encoded by ResNetl8 to obtain a
sequence of feature maps F,,, = {fi } /£ € RExhxwxe
Next, we flatten the spatial dimension of each feature map to
obtain feature sequences F' = {f}[ | € RE*dxc These
feature sequences are then fed into a Transformer encoder to
extract more informative feature sequences Z = {2*}£ | €
RExdxe Finally, we use the two heads, built on self-
attention [48], to further disentangle Z into the writer-wise
style representations ' = {e?} £ € RE*dX¢yja £, and
the character-wise counterparts G = {g}5 | € RExdxe
via Lg,, respectively. We next detail the two contrastive
learning objectives as follows.
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Figure 4. Overview of the proposed method. Our SDT consists of a dual-head style encoder, a content encoder and a Transformer
decoder. The writer-wise and character-wise style representations extracted by style encoder and the learned content feature are fed into
the Transformer decoder to progressively generate online handwritings. We utilize the WriterNCE L.,,; and GlyphNCE L, to guide the
two heads for learning the corresponding styles. L. and L;s denote the pen moving prediction and state classification loss, respectively.

3.2.1 Writer-wise Contrastive Learning

To explicitly encourage the writer head to learn the writer-
wise style, we propose to learn a feature space where the
style features from the same writer are closer than those
from different writers. The intuition is that one person’s
handwritings consistently exhibit similar style information,
which can serve as a crucial clue for distinguishing writers.
To this end, we take characters written by the same person
as positive pairs and those from different writers as negative
samples, and develop a new WriterNCE loss for writer-wise
style learning.

Specifically, let j € M = {1,...,N} be the index of
an element within a mini-batch and let A (j) = M\{j}
be other indices distinct from j, where NV is the batch size.
Given a writer-wise style feature e; belonging to writer w;
as the anchor, we denote its in-batch positive sample set
as P(j) = {p € A(j) : wp, = w;} and its negative set as
A (5)\P (j)- The WriterNCE loss is formulated as follows:

— ex sim (€5, € T

w”_ﬁz ol Zlgz p( (ej.ep)/T)

M pEP(J)

2

where sim (e;, e,) =f1 (ej)T fi(ep), T is a temperature pa-

rameter and f; () is a multi-layer perceptron (MLP) that

projects features to a ¢y-normalized feature space where
Lo 18 applied.

3.2.2 Character-wise Contrastive Learning

Compared with the overall writer-wise style, character-wise
style differences often exist in the fine details of distinct
characters, e.g., stroke length and curvature (cf. Figure 3).
Inspired by this, we aim to maximize the mutual informa-

acA(y) P (sim (ej, €a)/T)’

tion between diverse views of a character, thereby enforcing
the glyph head to learn the character-wise style. As strokes
are distributed across arbitrary spatial locations in character
images, we propose to capture stroke details via contrastive
learning, by randomly selecting a small subset of patches
following a uniform distribution. Specifically, we conduct
sampling over the sequential patch tokens obtained from the
glyph head.

Given character-wise style features {gJ > | € RBxdxe
extracted from B characters, we sample a positive patch
pair (ie., o € R™ ¢ and o™ € R"*¢) from the same
randomly selected g, and B—1 negative patches {oj_ ;3:—11
from the remaining B—1 style features. Here, the number
of sampled patch tokens is n = d - o, where « is the sam-
pling ratio. The GlyphNCE loss is formulated as:

exp (sim (o, +)/T)
exp (sim(o, 0+)/T)+Z ' exp (sim (o, 0;)/7) ’
3
where sim (0,07) =f5 (0)" f2(o™), and f(-) is an MLP
with the same structure as f1(-).

Lgiy= —log

3.3. Transformer Decoder for Handwriting

The goal of the Transformer decoder is to progressively
generate realistic online characters, denoted as Y/, based
on the global content feature ¢ and the obtained style rep-
resentations (i.e., E = {e'}EX and G = {¢'}E,). As
each online character consists of numerous points (i.e.,
Y = {9; }]L:p with L being the total number of points; see
more details in Appendix A.10), the decoder faces the chal-
lenge of effectively integrating content and style features to
accurately depict all points of the character. To address this
challenge, we propose to fuse ¢, ' and H within the multi-
head attention layers of our Transformer decoder. As shown
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Figure 5. Illustration of the fusion of the style information in our
Transformer decoder. At each time step, the query vector is first
encoded from the content feature ¢ and previous points {yj i 1
Then, it successively attends to the writer-wise and Character-w1se
style features (i.e., E and G) for adaptively aggregating style in-
formation, which is finally decoded into the current-step output.

in Figure 5, F and H serve as the key/value vectors, while
@ serves as the query vector that successively attends to £/
and G to aggregate style information.

During training, at any decoding step ¢, we take g as
the initial point. As shown in Figure 5, we apply self-
attention to the point sequence, i.e. the content context

[9, Y1, --s Yt—1], to obtain the query vector Q; € R€. Here,
the ground-truth points {yj}g;ll are used to accelerate

model convergence in training [43,51]. Subsequently, Q)
attends to E and G over the subsequent decoding layers to
adaptively aggregate style information, ultimately generat-
ing the output O; € R%#+3, The output with 6 R + 3 logits
is then used to generate the pen moving (Ady, Ad;) and
the pen state (ri}, 77,7} ). Specifically, we use a Gaus-
sian mixture model (GMM) [17] with R bivariate normal
distributions to predict the pen moving, with each normal
distribution containing 6 parameters. Moreover, we use
the other 3 logits to generate the pen state. The training
loss for supervising the decoder comprises two parts: the
pen movement prediction loss L, (A, Aty), and the pen
state classification loss Lcls (mt L2, mt) Please refer to
Appendix A.11 for more details of these losses.

The inference phase is different from the training phase,
where the ground truth y is not available at test time. In-
stead, we take the generated points{y; 3; as the input of
the step ¢, and combine them with ¢, F, and G to predict the
next point ;. Such a process repeats until a pen-end state
(m3_,=1) is received.

4. Experiments

4.1. Chinese handwriting generation

Dataset. To evaluate SDT in generating Chinese handwrit-
ings, we use CASIA-OLHWDB (1.0-1.2) [33] for model

training and ICDAR-2013 competition database [54] for
testing. The training set consists of about 3.7 million online
Chinese handwritten characters produced by 1,020 writers,
while the test set contains 60 writers, with each contributing
3,755 most frequently used characters set of GB2312-80.
Following [18], we use the Ramer—Douglas—Peucker algo-
rithm [10] with a parameter of ¢ = 2 to remove redundant
points of characters, leading to an average sequence length
of 50. Following [61], we render offline style references
using coordinate points of online characters, and each style
sample is randomly sampled from the target-writer hand-
writings during inference, as shown in Figure 4. For content
images, we use the popular average Chinese font [24].

Evaluation metrics. We use Dynamic Time Warping
(DTW) [5,8], an elastic matching technique for aligning the
given two sequences, to calculate the distance between the
generated and real characters. Moreover, we use Content
Score [61] to measure the structure correctness of gener-
ated characters, and adopt Style Score [43] to quantify the
style similarity between the generated and real handwrit-
ings. We also conduct user preference studies to quantify
the subjective quality of the output characters. More details
are provided in Appendix A.1.1.

Implementation details. We set the number of the style
reference to K = 15, and resize the reference style and con-
tent images to 64 x 64. Moreover, each Transformer encoder
contains 2 self-attention layers, while the Transformer de-
coder has 4 layers for obtaining style representations (2 for
writer-wise and 2 for character-wise). Following the orig-
inal Transformer [48], each Transformer layer contains the
multi-head attention with ¢ = 512 dimensional states and
8 attention heads. Contrary to HWT [6], where F' is con-
catenated before the Transformer encoder, we process each
feature sequence f € F' individually. Moreover, we apply
sinusoidal positional encoding [48] to input tokens before
feeding them to the Transformer encoder and decoder. For
training, we first pre-train the content encoder with 138k it-
erations (batch size of 256) for character classification on
training samples and then train the whole model with 148k
iterations (batch size of 128), on a single RTX3090 GPU.
The optimizer is Adam [26, 62], with a learning rate of
0.0002 and gradient clipping of 5.0. The sampling ratio « is
determined through a search over 0.25,0.5,0.75,1.00, and
0.25 is chosen. Following [43], we set A = 2. Further
implementation details are provided in Appendix A.1.2.

Compared methods. We compare our proposed SDT with
state-of-the-art online Chinese character generation meth-
ods, i.e. Drawing [56], FontRNN [44], DeeplImitator [61],
and WriteLikeYou [43]. To ensure a fair comparison, we
re-implement Drawing and FontRNN by adding the style
branch of Deeplmitator [61], enabling them to achieve
arbitrary stylized character generation. To adapt Write-
LikeYou [43] to handle images, we update its encoder to
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Figure 6. Comparisons with the state-of-the-art methods for online Chinese handwriting generation. The red and blue boxes highlight
failures of style imitation and structure preservation, respectively. WriteLi. indicates the WriteLikeYou-v2. The green boxes highlight
comparisons between the fine details of targets and generated characters.

Table 1. Comparisons with state-of-the-art methods on Chinese
dataset. See more results of WriteLikeYou [43] in Appendix A.6.

Style  Content User

Method Score T Score 1 DTW ¢ Prefer. (%) 1
Drawing [56] 35.83 78.15 1.1813 3.53
FontRNN [44] 46.14 92.18 1.0448 7.07
Deeplmitator [61] 50.67 90.92 1.0622 7.99
WriteLikeYou-v1 [43]  71.09 93.89 0.9832 11.67
WriteLikeYou-v2 [43]  72.37 96.44 0.9289 13.07
SDT(Ours) 94.50 97.04 0.8789 56.67

create two new variants: WriteLikeYou-v1 (i.e., CNN en-
coder [61]) and WriteLikeYou-v2 (i.e., the same CNN-
Transformer encoder as our SDT), based on the released of-
ficial code'. More details are available in Appendix A.1.3.
Quantitative comparison. Quantitative results are in Ta-
ble 1, revealing that SDT outperforms other methods across
all evaluation metrics. Notably, SDT surpasses the second-
best method by a significant 22.13% margin in Style Score,
demonstrating the proposed method’s exceptional style im-
itation performance.

Qualitative comparison. We visualize the generated sam-
ples of each method in Figure 6, which intuitively ex-
plains the significant superiority of SDT in the user pref-
erence study. In Figure 6, Drawing [56] generates the least
satisfactory results, often producing unreadable characters.
FontRNN [44] and Deeplmitator [61] occasionally synthe-
size unpleasant stroke paddings, and WriteLikeYou [43]
struggles with generating complex characters regarding
style mimicry. In contrast, our method yields higher-quality
results, particularly in recovering fine character details.

"https://github.com/ShusenTang/WriteLikeYou

Table 2. Ablation study. Here, we further use FID to measure
the distance between generated and real samples for each writer
separately, and finally average them.

writer-wise  character-wise Generated Samples Style Scoret  FID|

’{tﬁj—;\ @% % 8552 2175
v {bﬂ/ /ﬁ% %}@ 9138 2638

v 0{\& % l;ia 9031 2689
v v A ﬁ% ﬁ%) 9450 2546
R % ﬁ/{/

DTW]

0.8941

0.8841

0.8803

0.8789

Ground Truth

4.2. Analysis

In this section, we assess the impact of the two learned
style features and that of the style inputs. We also analyze
the effect of the sampling ratio «, and discuss the combina-
tion strategies in the Transformer decoder in Appendix A.5.
Besides, we discuss failure cases in Appendix A.7.
Quantitative evaluation of two style representations. We
ablate the effects of the two extracted style representations
in Table 2. The findings include: (1) Both style representa-
tions enhance the quality of generated outcomes in all eval-
uation metrics, particularly in terms of Style Score, improv-
ing by 4.79% and 5.86%, respectively. (2) Combining the
two style features further boosts model performance across
all evaluation metrics, suggesting that the extracted styles
are complementary. Moreover, the order in which the two
style features are input into the Transformer decoder has no
significant impact on Style Score (93.72% vs. 94.50%).
Qualitative comparison between two style representa-
tions. To further analyze the differences between the
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Figure 7. Spectrum analysis of two style representations. We provide frequency magnitude visualizations belonging to 7 writers, where
the top row shows the writer-wise style while the bottom represents the character-wise one. Each spectrum map is averaged over 100
character samples written by the same person. The brighter the color, the larger the magnitude. A pixel farther from the center means a
higher frequency [37]. We find that the writer-wise style representations capture more low-frequency information, while character-wise

style representations capture more high-frequency information.
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Figure 8. The heat map of the DTW matrix. The dark diagonal
indicates that the generated characters still own a higher similarity
even using different X belonging to the same writer.

Test writer index
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Test writer index

two styles, we resize the output patch tokens representing
the two styles to feature maps, respectively, and visual-
ize their frequency magnitudes in Figure 7. We find that
character-wise style features capture more high-frequency
information, whereas writer-wise features mainly focus on
low-frequency information. According to [9], the high-
frequency information in an image usually captures fine de-
tails while the low frequencies contain the overall part of
objects. This finding supports our motivation that the writer
head helps to imitate the overall style (e.g., glyph slant),
while the glyph head captures the detailed style (e.g., stroke
curvature), as shown in Table 2.

Effect of using different style inputs. As mentioned in
[43], given different style inputs X, belonging to the same
writer w,, the imitation model may generate inconsistent
characters. To evaluate the effect of different style inputs,
we conduct two independent experiments using different
X based on the same model. Following [43], we use the
model to generate 200 characters for each writer in the test
set. We then calculate the DTW distance between corre-

Table 3. Quantitative evaluations of our SDT and competitors on
Japanese, Indic, and English datasets.

Datasets Methods Content Scoret DTW |
Drawing [56] 50.74 1.4657

Japanese Deeplmitator [61] 53.20 1.2564
P WriteLike You-v2 [43] 85.61 1.2066
SDT(Ours) 91.31 1.1289

Drawing [56] 2.34 9.8230

Indic Deeplmitator [61] 4.13 6.7421
WriteLike You-v2 [43] 13.19 4.5130

SDT(Ours) 97.22 0.7075

Drawing [56] 79.14 1.8519

Enelish Deeplmitator [61] 76.53 1.6460
& WriteLike You-v2 [43] 84.41 1.6215
SDT(Ours) 85.52 1.6048

sponding characters individually and average them accord-
ing to the writer index (see Appendix A.1.4 for more de-
tails) to get a DTW square matrix. The resulting DTW
square matrix is visualized in Figure 8. The dark diagonal
in Figure 8 suggests that the generated characters maintain
a high degree of similarity even when using different X
belonging to the same writer, demonstrating that our SDT
can generate consistent results from various style inputs.

4.3. Applications to Other Languages

Japanese handwriting generation. For the Japanese hand-
writing generation task, we conduct experiments on TUAT
HANDS [36] database (see more details in Appendix A.1.5)
to evaluate the effectiveness of our method. Figure 9 (a) and
Table 3 verify the effectiveness of SDT for Japanese hand-
writing generation. Specifically, from Table 3, we observe
that our SDT outperforms all compared methods in terms of
two quantitative metrics, indicating that SDT performs well
in multiple languages. Furthermore, we provide additional
evaluation metrics in Appendix A.S8.
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Figure 9. Comparisons with the competitors for online handwriting generation on various scripts. WriteLi. indicates WriteLike You-v2.

Indic handwriting generation. We evaluate our method on
the Indic handwriting generation task based on the Tamil®
dataset. It is worth noting that Indic handwriting genera-
tion presents a more significant challenge, as Indic charac-
ters contain more trajectory points than Chinese, Japanese,
and English scripts (i.e., 88 vs. 68, 50, 30 on average; see
Appendix A.l1.5 for more dataset information). We com-
pare our method with other approaches on the official test
set in terms of Content Score and Dynamic Time Warping
(DTW). As shown in Table 3, we find that our SDT signif-
icantly outperforms the second-best method in terms of the
two quantitative metrics, achieving an 84.03% higher Con-
tent Score and a 3.8055 lower DTW. This indicates that our
SDT can handle handwritten characters with a large num-
ber of points (averaging 88) and ensure the quality of syn-
thetic samples, as illustrated in Figure 9 (b). The potential
advantages of our SDT are: (1) The improved style rep-
resentations extracted by our SDT prevent the collapse of
generated characters. (2) Our Transformer decoder facil-
itates long-distance dependence between trajectory points.
We provide more experimental analysis in Appendix A.9.

English handwriting generation. To evaluate our method
in generating English handwritings, we collect all of
the English samples from the symbol part of CASIA-
OLHWDB(1.0-1.2) [33] and ICDAR-2013 competition
database [54] (see more details in Appendix A.1.5). Simi-
larly, we use Content Score and DTW as evaluation metrics.
As shown in Figure 9 (c), we find that all methods achieve
sound and comparable performance. One reason for this is
that the English script contains fewer character classes and a
smaller number of trajectory points (averaging 30), making

2http : / / lipitk .
tamilchardata.htm

sourceforge . net / datasets /

their imitation easier compared to other scripts. Neverthe-
less, our SDT still outperforms other methods by a small
margin in terms of both Content Score and DTW, as shown
in Table 3. Moreover, we observe that corresponding upper-
case and lowercase letters sometimes exhibit subtle inter-
class differences (e.g., O vs. 0), which leads our SDT to
achieve a relatively low Content Score.

5. Conclusion

In this paper, we have proposed a novel method, named
style-disentangled Transformer (SDT), to synthesize real-
istic and diverse online handwritings. SDT enhances im-
itation performance by disentangling the writer-wise and
character-wise style representations from individual hand-
writing samples. For the writer-wise style, we group charac-
ters from the same writer and separate those from different
writers, promoting SDT’s ability to learn uniformity in indi-
vidual handwritings. For the character-wise style, we max-
imize the mutual information between the distinct views of
a character. Moreover, we extend SDT and introduce an
offline-to-offline framework for improving the generation
quality of offline Chinese handwritings. Promising results
on various language scripts verify the effectiveness of our
SDT. Although primarily designed for handwriting gener-
ation, SDT still holds the potential for extension to other
generative tasks, such as font generation.
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Supplementary Materials:
Disentangling Writer and Character Styles for Handwriting Generation

A. Overview
We organize our supplementary material as follows.

e In Section A.1, we provide more implementation de-
tails.

e In Section A.2, we provide more visualization exam-
ples for spectrum analysis of two style representations.

e In Section A.3, we describe additional related works
about handwriting generation and review the works in
font generation.

* In Section A.4, we provide qualitative results of offline
Chinese handwriting generation with a comparison to
previous state-of-the-art works.

e In Section A.5, we study the effect of the sampling
ratio o and compare different combination strategies in
decoder based on online Chinese handwriting dataset.

e In Section A.6, we provide the discussions on the for-
mat of style inputs.

* In Section A.7, we conduct failure case analysis.

e In Section A.8, we report more evaluation metrics on
Japanese dataset.

e In Section A.9, we conudct more experiments on Indic
dataset.

e In Section A.10, we give detailed data representations
of online characters.

e In Section A.11, we describe more details about
the pen moving prediction and pen state classification
losses.

e In Section A.12, we show a large number of generated
online samples, covering Chinese, Japanese, Indic and
English scripts.

A.1. More Experimental Details.
A.1.1 Implementation Details of Metrics

DTW The lower DTW distance, the better quality of the
generated characters. For a more robust evaluation metric,
we normalize the DTW distance by the length of real online
characters to eliminate the effects of different lengths.

Content and Style Score We use the content recognizer

and writer identifier to evaluate the Content and Style Score
of generated handwritings, respectively. We give the imple-

mentation details of the two recognizers below. For the con-
tent recognizer [43], we train it on the training set. The opti-
mizer is Adam with the learning rate of 0.001 and the batch
size is set to 256. In total, we train four content recognizers
on four training sets, i.e., Chinese, Japanese, Indic and En-
glish datasets, respectively. Table 4 summarizes their recog-
nition results on the corresponding test sets. For the writer
identifier, we train it on the handwritings belonging to the
test writers. Different from the content recognizer receiving
a character once, the writer identifier takes 15 characters
written by the same person as one input set [61]. Similarly,
we use the Adam optimizer to train four writer identifiers
with the batch size of 128, learning rate of 0.001. We report
their recognition accuracy in Table 5.

User Preference Study At each time, given a style refer-
ence along with several candidates generated by different
methods, participants are required to pick up the most sim-
ilar candidate with the reference. We finally collect 1500
valid responses contributed by 50 volunteers.

A.1.2 Implementation Details of Robustness Training

After removing the redundant points of online characters,
we follow [56] to normalize the absolute coordinates of
points into a standard interval. As mentioned in Sec. 3.3,

ELINT3

we define three states “pen-down”, “pen-up” and “pen-end”
respectively, which are denoted as m!, m?,m3. Specifi-
cally, pen-down means that the pen is touching the paper
now, and the current and following points will be connected
by strokes. Pen-up indicates that the pen has just finished
a stroke and is to be lifted up. Pen-end means that the pen
has finished writing a completed character. It is obvious that
pen-end data points are much less than the other two classes.
To solve the biased dataset issue, we pad each online char-
acter Y={[y1, ..., yr] to a fixed length N,,,., where N, 4.
is the length of the longest character in our training dataset
and L is the length of Y, following [18]. As L is usually
shorter than N, we set y; to be (0,0,0,0,1), fori > L.
During training, we set the temperature 7=0.07. Follow-
ing [43], we use the Gaussian mixture model (GMM) with
m=20 bivariate normal distributions, i.e., the final output
O, € R123,



Table 4. Quantitative evalua-
tions of four content recogniz-
ers on four datasets.

Table 5. Quantitative evalua-
tions of four writer identifiers
on four datatsets.

Datasets Datasets

Acc.(%)

Chinese [54] 95.43
Japanese [36] 93.61
Indic? 94.48
English [54] 80.12

Acc.(%)

Chinese [54] 99.98
Japanese [360] 99.64
Indic? 72.54
English [54] 20.57

A.1.3 Implementation Details of Baseline Methods

Drawing&FontRNN As mentioned in Sec. 4.1, we re-
implement the variants of Drawing [56] and FontRNN [44]
by adding a style branch proposed in DeepImitator [61].
Specifically, the variants first leverage the CNN en-
coder [61] to extract the style vector from the style images,
then, following Deeplmitator [61], they concatenate the ob-
tained vector with the desired character embedding, which
is finally fed into their decoder to generate stylized online
handwritings.

WriteLikeYou-v1 adopts the CNN backbone [61] as its
content and style encoder.

WriteLikeYou-v2 employs the CNN-Transformer architec-
ture as its content and style encoder. Each encoder is a
sequential combination of a standard Resnet18 [21] and
a transformer consisting of 2 standard self-attentions lay-
ers [48].

A.14 Implementation Details of DTW Matrix

As mentioned in Sec. 4.2, we generate two groups of char-
acters {a’}]_; and {b7}7_, using different style inputs,
where T is the number of test writers, a’=[ay, ..., aps] and
bI=[by, ..., bas] denote the M characters belonging to the
writer w; and wj, respectively. Next, we formulate the av-
erage DTW distance between a‘ and b/ as:

M
dave(al, b)) = > d(am, bn). 0

m=1

where d(-, -) is the DTW distance between two characters.
Finally, we denote the DTW matrix C=(c;;) € RTXT
where ¢;; can be formulate as:

cij=dave(a’, b?). 5)

In particular, when i=j, c;; indicates the average DTW dis-
tance between generated characters using different style ref-
erences belonging to the same person.

A.1.5 Dataset Details

Japanese Dataset TUAT HANDS [36] database contains
about 3 million online handwritten Japanese characters be-
longing to 271 writers. We randomly select 216 writers for

training and 55 writers for testing. Similarly, we use the
Ramer-Douglas—Peucker algorithm (e=2) to preprocess the
online characters. After simplification, the maximum se-
quence length of characters reaches 770, which is a trou-
ble for training RNN [4]. For a fair comparison with the
previous RNN-based works [61], we drop characters with
points more than 150, accounting for about 2% of the total
datasets [43]. After that, the average length of characters
is shortened to 68. We render style images from processed
online characters and use easily obtainable printed font as
content references.

Indic Dataset Tamil dataset’ consists of samples of 156 In-
dic character classes written by 169 people, which offers an
official train set and test set, i.e., 117 writers for training
and 52 writers for testing. Similarly, we remove the redun-
dant points of characters via Ramer—Douglas—Peucker al-
gorithm (e=2) and discard characters with points more than
150. After that, the average sequence length of characters
are reduced to 88. We use online Indic characters to render
style images. As for content references, we use character
embeddings [56] instead of offline images. This is because
Tamil encodes characters to special indexes that can not be
directly matched with the printed font in UTF-8* Format.
Briefly, each character embedding is a latent vector embed-
ded by a class label.

English Dataset In total, we have 53,248 English charac-
ters [33] written by 1,020 persons for training, and 3,120
characters [54] from 60 writers for testing, where the char-
acters written by each writer cover 52 classes. Similarly,
the Ramer-Douglas—Peucker algorithm (¢ = 2) is adopted
to remove redundant points of characters, leading to an av-
erage sequence length of 30. We render style images using
coordinate points of online characters and employ printed
English font as content images.

A.2. More Visualisations on Spectrum Analysis.

In Figure 10, we provide additional frequency magni-
tude visualizations for writer-wise and character-wise style
representations, respectively. Clearly, the results indicate
that character-wise styles focus on more high-frequency in-
formation, while writer-wise styles mainly pay attention to
low-frequency information.

A.3. More Related Work

Additional Handwriting Generation Works Early tra-
ditional approaches are mainly designed to generate Latin
characters. Two-step methods [32,50] generate isolated let-
ters, and then concatenate them to produce a whole word.
These methods rely on handcrafted rules and only generate
handwritings with limited variations.

3http : / / lipitk . net / datasets /
tamilchardata.htm
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Figure 10. Frequency magnitude visualizations belong to 7 writers. Each spectrum map is averaged over 100 Chinese character samples.

With the rapid development of deep learning, Recur-
rent Neural Networks (RNNs) and GANSs are introduced to
generate authentic handwritings [11, 1 7] conditioned on de-
sired content labels. But these methods are unable to im-
itate the calligraphic styles of reference samples. Deep-
WriteSyn [47], Sketchformer [42] and CoSE [1] condi-
tion the generative process on online handwriting trajecto-
ries. Specifically, DeepWriteSYN [47] introduces the Vari-
ational Autoencoder to synthesize realistic forgeries based
on given genuine handwritten signatures. Transformer-
based methods (e.g., Skecthformer [42] and Cose [1]) adopt
the encoder-decoder architecture for reconstructing hand-
drawn sketches. However, it is difficult to generalize these
methods [1, 42, 47] to multi-style handwriting generation
tasks. Specifically, they are confused about using which
handwriting style to decorate the given textual content since
they lack specific style guidance.

As for handwritten Chinese characters, some previous
methods [30, 31, 63] extract components (i.e., strokes and
radicals) of characters via expert knowledge and then as-
semble them properly to generate the character. However,
these methods rely on hundreds of references, which is
labor-intensive.

Font Generation Generative Adversarial Networks
(GANS) [15] open a new door for font generation and bring
amazing performance gains. zi2zi [45] regards font gener-
ation as an image translation task and achieves diverse font
style transfer via a condition GAN. MC-GAN [3] generates
the whole set of letters with a consistent style by observ-
ing only a few examples via the proposed glyph genera-
tion network and texture transfer module. Later, EMD [60]
and TET-GAN [53] learn the disentangled representations
for contents and styles, and thus achieve the unseen style
transfer. To further generate high-quality characters, some
component-based methods are proposed to take auxiliary
annotations (e.g., stroke and radical decomposition) as in-
puts [24, 34, 38] or supervisions [23,28]. However, all of
the above works do not explicitly consider the geometric
deformation of fonts. DG-font [52] introduces a feature de-
formation skip connection to conduct spatial deformation,

thus performing better on cursive characters. Nonetheless,
the advanced DG-font struggles to address the large geo-

metric variations, as shown in Figure 12.

A.4. Offline Chinese Handwriting Generation.

Experimental Setting. To demonstrate the superior-
ity of the proposed offline-to-offline handwriting generation
framework, we use the offline character images of ICDAR-
2013 competition database [54], which contains 60 writers
and 3755 different Chinese characters for each writer. We
randomly select 80% of the entire dataset as the training
set, and the remaining 20% as the test set. As for content
images, we use the popular average Chinese font [24]. In
our experiments, we resize input images to 64 x 64. We
insert an extra ornamentation network [52] following the
proposed SDT to constitute our offline handwriting gener-
ation method. More specifically, our offline method adopts
the following pipeline: first generating online handwritings
with large shape changes conditioned on input images via
the proposed SDT, and rendering offline character images
by connecting coordinate points in generated handwriting
trajectories, finally decorating the offline characters with
realistic stroke width, ink-blot, etc. via the ornamentation
network [52].

We compare our offline generation method with popular
font generation and handwriting image generation works.
Specifically, (1) font generation methods include zi2zi [45]
and DG-FONT [52]. (2) handwriting image generation
methods, such as GANWriting [25] and HWT [6] are con-
sidered compared methods.

Qualitative Comparison. Figure 12 shows qualitative
comparison between our method with four competitors. To
ensure fair comparisons, we randomly select source and tar-
get characters with the same textual contents. The rows of
“Source” present standard characters with different content.
Each row of “Target” presents characters belonging to the
same writer. We can observe that the handwritten charac-
ters generated by our method (rows of “Ours”) yield the
most similar styles to target images in terms of geomet-
ric shape and ink-blot. Besides, serious artifacts (e.g., blur
and collapsed character structure) appear on the handwrit-
ings generated by zi2zi (rows of “Zi2zi”’) and HWT (rows
of “HWT”). There are different degrees of stroke missing



Table 9. Additional quantitative evaluations of our SDT and com-
petitors on Japanese dataset.

Methods Style Score 1
Drawing [56] 20.67
Deeplmitator [61] 25.80
WriteLikeYou-v2 [43] 32.88
SDT(Ours) 41.85

Table 6. Effect of sampling ratio o. Our SDT works well with a
low sampling ratio (25%).

Sampling Ratio  0.25  0.50 075  1.00
9450 92.07 9191 91.54

Style Score T

Table 7. Evaluation of different combinations between ¢ and
{v; z;ﬁ

Combination ~ Style Score T Content ScoreT DTW |
Concat 91.61 96.95 0.8976
Ours(SDT) 94.50 97.04 0.8789

Table 8. Effect of different combinations between ¢, F and G.

Combination ~ Style Score T Content Score DTW |
Concat 78.12 96.88 0.8933
Ours(SDT) 94.50 97.04 0.8789

in the handwritings generated by GANWETriting (rows of
“GANW.”) and DG-Font (“rows of DG-F.”). Moreover, ex-
cept our method, other methods struggle to synthesize the
stroke width and ink-blot similar to the target characters.

Further, we provide more qualitative results with a
comparison to GANWriting and DG-Font in Figure 13-
Figure 16.

A.5. More Ablation Studies on Online Chinese
Handwriting Dataset.

Effect of sampling ratio a. We conduct ablation stud-
ies to explore the effect of sampling ratio « on the test set.
Table 6 summarizes the experimental results in terms of the
Style Score. From these results, we observe that a relatively
low sampling ratio « (i.e., 25%) achieves the best perfor-
mance. The results indicate that the lower o guides our
SDT to focus on the more fine-grained style pattern, which
contributes to improving the generation performance of the
proposed method in terms of the style imitation.

Evaluation of different combinations between the
content feature ¢ and previous points {y; };:. To evalu-
ate the effect of different combination strategies between ¢
and {y; };;ﬁ, we re-implement a variant of our method by
concatenating ¢ with each point y; € {y; ;;11 and compare
it with our method on the test set. As presented in Ta-
ble 7, we find that our combination strategy improves the

style consistency without decreasing content correctness of
the generated results. This indicates that our method is able
to draw global dependencies between ¢ and {y; }2;11 un-
like previous RNN-based methods [61] that suffer from the
forgetting phenomenon [16], which demonstrates the effec-
tiveness of the proposed method.

Evaluation of different combinations between the
content feature ¢ and style representations, i.e., £ and
G. To demonstrate the effectiveness of our attention-based
combination strategy (as mentioned in Sec. 3.3) between ¢,
E and H, we realize a new version of our SDT by directly
concatenating ¢ with E and H. Specifically, the new ver-
sion takes previous points as the query vector, which then
attends to combined content and style features. The exper-
imental results are reported in Table 8. From these results,
our method obtains better performance in terms of three
quantitative metrics, especially a 16.38% improvement in
Style Score, embodying the superiority of our SDT.

o AR >
(@

(b)

Figure 11
A.6. Discussions on the format of style inputs

As described in Sec.1, online trajectories contain more
style information (e.g., the order of writing). However, get-
ting trajectories requires users to use specific equipment
(e.g., tablets and electric pens), making the methods (that
use trajectories as inputs, e.g., WriteLikeYou [43]) non-
portable in real applications [41]. Instead, we explore of-
fline images as inputs, which are easier for users to ob-
tain (e.g., through phones). As shown in Figure 11 (a), by
taking some pictures of the user’s handwriting set as the
style reference, our method can readily generate the target-
stylized online characters. In addition, compared with orig-
inal WriteLikeYou [43], our method receives less input in-
formation, but we still achieve comparable performance
with it, in terms of Style Score (94.50% vs. 92.85%) and
Content Score (97.04% vs. 97.92%). Overall, our method
has better applicability in real scenarios.

A.7. Analysis of failure cases

We provide some failure cases in Figure 11 (b), where
our SDT fails to imitate the overall style (e.g., glyph slant
and aspect ratios) for some Indic characters. However,
thanks to our disentangling scheme, SDT can still capture
their detailed style (e.g., stroke location and curvature),
while previous methods (e.g., WriteLikeYou) cannot imi-
tate the style of target characters at all.



Table 10. Quantitative evaluations of our SDT and competitors on
content-conditioned generation of Indic handwritings.

Methods Content Score T DTW |
Drawing [56] 26.07 2.7604
WriteLike You [43] 40.29 1.0503
Ours(SDT) 68.50 0.9748

A.8. More Evaluation metrics on Japanese Dataset.

We report the experimental results on Japanese dataset
in Table 9, in terms of Style Score. From these results,
our SDT outperforms the second best, i.e., WriteLike You-
v2 [43], by a large margin (41.85% vs. 32.88%), which
further demonstrates our method has a better imitation per-
formance in respect of handwriting styles regardless of the
script type.

A.9. More Experiments on Indic Dataset.

As described in Sec. 4.3, previous works [43,56] achieve
very poor generation results (e.g., Content Score of 0.02) in
Indic scripts, which means generating Indic handwritings
with certain contents and specific styles may be too diffi-
cult for them. To this end, we reduce the difficulty of the
Indic handwriting generation task and condition the gener-
ative process only on character contents. Quantitative com-
parison further demonstrates the superiority of our method.
We detail the experimental setting and results below.

For this new task, we still conduct experiments on Tamil?
dataset to compare our method with other competitors (i.e.,
Drawing [56] and WriteLikeYou [43]). For a fair com-
parison, without any style reference, all methods take in-
put as the content reference (i.e., character embeddings
[56]) and aim to synthesize handwritings consistent with the
given content. Since Drawing [56] is initially designed for
content-conditioned generation, we keep its original archi-
tecture. For WriteLikeYou [43] and our SDT, we remove
their style and content encoder and directly input character
embeddings into their decoder.

We provide the experiment results in Table 10.
From these results, although Drawing [56] and Write-
LikeYou [43] achieve the better performance than their
content-style-conditioned generation settings (as shown
in Sec. 4.3), our SDT still achieves the best results in
terms of Content Score and DTW. Besides, compared
with the content-conditioned generation, our content-style-
conditioned results (as shown in Sec. 4.3) obtain higher
Content Score (i.e, 97.22% vs. 68.50%) and better DTW

(i.e., 0.7075 vs. 0.9748), which demonstrates that the ex-
tracted style representations by our method further improve
the generation quality in terms of Content Score and DTW.

A.10. Data Representations of Online Characters

Generally, each online character is composed of a se-

quence of points and can be mathematically represented
as Y=[yi,...,yr], where L is the length of Y. Fol-

lowing [56], each point is a vector with 5 elements
Y= (Aug, Avy, mi, m?, m3), where (Auy, Avy) are the
relative offsets from the current point to the previous point
and (mj-down, m?-up, m?-end) are three types of pen
states, which are mutually exclusive.

A.11. More Details about the Pen Moving Predic-
tion and Pen State Classification Losses

During training, we have the ground-truth point
yi= (Au, Av,my, mg, m3) and the final output O; =

i A

({fri, fils, fil, 5t 5y, p;y}il , 11,12, 1M3) of our decoder
at any time step ¢. Here, 7' is the component weight of
different bivariate normal distributions, /i’, and /i, are the
means of distributions, 5; 5; denotes the standard devia-
tions of distributions and pg,,, is the covariance, as suggested
in [43]. Then, the pen moving prediction loss for each time
step can be formulated as:

R
Lore = Y 7N (Bu, A | i, iy, 62,8000 )+ (6)
i=1

where A/(+) is the bivariate normal distribution function.
Regarding the pen state classification loss at any time
step, we formulate it as follows:

3
Las =Y m;logm,. (7
i=1

A.12. More Online Generation Results.

Figure 17-Figure 20 show qualitative comparisons be-
tween our proposed SDT and the previous state-of-the-art
work WriteLikeYou [43] on online multilingual charac-
ters generation (e.g., Chinese, Japanese, Indic and English
scripts). The results suggest that our method is more com-
petitive in both style imitation and structure preservation of
generated multilingual characters.
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Figure 12. Qualitative comparisons between our proposed SDT with four competitors, including zi2zi [45], DG-FONT [52], GANWTit-
ing [25] and HWT [6], on offline handwritten Chinese character generation.
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Figure 13. Qualitative comparisons between our proposed SDT with DG-FONT [52] and GANWriting [25], on offline handwritten Chinese
character generation.
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Figure 14. Qualitative comparisons between our proposed SDT with DG-FONT [52] and GANWriting [25], on offline handwritten Chinese
character generation.
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Figure 15. Qualitative comparisons between our proposed SDT with DG-FONT [52] and GANWriting [25], on offline handwritten Chinese

character generation.
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Figure 16. Qualitative comparisons between our proposed SDT with DG-FONT [52] and GANWriting [25], on offline handwritten Chinese
character generation.
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Figure 17. Additional generated online Chinese characters by our method and WriteLikeYou-v2 [43].
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Figure 18. Additional generated online Chinese characters by our method and WriteLikeYou-v2 [43].
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Figure 19. Additional generated online Chinese characters by our method and WriteLikeYou-v2 [43].
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Figure 20. Additional generated online characters, covering Japanese, Indic and English scripts, by our method and WriteLike You-v2 [43].
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