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Abstract

Multi-scale features have been proven highly effective
for object detection but often come with huge and even
prohibitive extra computation costs, especially for the re-
cent Transformer-based detectors. In this paper, we pro-
pose Iterative Multi-scale Feature Aggregation (IMFA) — a
generic paradigm that enables efficient use of multi-scale
features in Transformer-based object detectors. The core
idea is to exploit sparse multi-scale features from just a
few crucial locations, and it is achieved with two novel de-
signs. First, IMFA rearranges the Transformer encoder-
decoder pipeline so that the encoded features can be iter-
atively updated based on the detection predictions. Second,
IMFA sparsely samples scale-adaptive features for refined
detection from just a few keypoint locations under the guid-
ance of prior detection predictions. As a result, the sam-
pled multi-scale features are sparse yet still highly ben-
eficial for object detection. Extensive experiments show
that the proposed IMFA boosts the performance of multiple
Transformer-based object detectors significantly yet with
only slight computational overhead.

1. Introduction

Detecting objects of vastly different scales has always
been a major challenge in object detection [28]. Fortu-
nately, strong evidence [11, 22,25, 48,69, 72] shows that
object detectors can significantly benefit from multi-scale
features while dealing with large scale variation. For

ConvNet-based object detectors like Faster R-CNN [42] and
FCOS [49], Feature Pyramid Network (FPN) [25] and its
variants [12, 18, 19,30, 48, 69, 70] have become the go-to

components for exploiting multi-scale features.

Other than ConvNet-based object detectors, the recently
proposed DEtection TRansformer (DETR) [4] has estab-
lished a fully end-to-end object detection paradigm with

* marks corresponding author. T marks equal technical contribution.
Project Page: https://github.com/ZhangGongjie/IMFA .
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Figure 1. The proposed Iterative Multi-scale Feature Aggregation
(IMFA) is a generic approach for efficient use of multi-scale fea-
tures in Transformer-based object detectors. It boosts detection
accuracy on multiple object detectors at minimal costs of addi-
tional computational overhead. Results are obtained with ResNet-
50. Best viewed in color.

promising performance. However, naively incorporating
multi-scale features using FPN in these Transformer-based
detectors [4, 11,20,29,35,55,66,72] often brings enormous
and even unfeasible computation costs, primarily due to the
poor efficiency of the attention mechanism in processing
high-resolution features. Concretely, to handle a feature
map with a spatial size of H x W, ConvNet requires a com-
putational cost of O( HW), while the complexity of the at-
tention mechanism in Transformer-based object detectors is
O(H?W?). To mitigate this issue, Deformable DETR [72]
and Sparse DETR [43] replace the original global dense
attention with sparse attention. SMCA-DETR [I1] re-
stricts most Transformer encoder layers to be scale-specific,
with only one encoder layer to integrate multi-scale fea-
tures. However, as the number of tokens increases quadrati-
cally w.r.t. feature map size (typically 20x~80x compared to
single-scale), these methods are still costly in computation
and memory consumption, and rely on special operators like


https://github.com/ZhangGongjie/IMFA

deformable attention [72] that introduces extra complexity
for deployment. To the best of our knowledge, there is yet
no generic approach that can efficiently exploit multi-scale
features for Transformer-based object detectors.

In this paper, we present Iterative Multi-scale Feature
Aggregation (IMFA), a concise and effective technique that
can serve as a generic paradigm for efficient use of multi-
scale features in Transformer-based object detectors. The
motivation comes from two key observations: (i) the com-
putation of high-resolution features is highly redundant as
the background usually occupies most of the image space,
thus only a small portion of high-resolution features are
useful to object detection; (ii) unlike ConvNet, the Trans-
former’s attention mechanism does not require grid-shaped
feature maps, which offers the feasibility of aggregating
multi-scale features only from some specific regions that
are likely to contain objects of interest. The two observa-
tions motivate us to sparsely sample multi-scale features
from just a few informative locations and then aggregate
them with encoded image features in an iterative manner.

Concretely, IMFA consists of two novel designs in the
Transformer-based detection pipelines. First, IMFA rear-
ranges the encoder-decoder pipeline so that each encoder
layer is immediately connected to its corresponding de-
coder layer. This design enables iterative update of en-
coded image features along with refined detection predic-
tions. Second, IMFA sparsely samples multi-scale features
from the feature pyramid generated by the backbone, with
the sampling process guided by previous detection predic-
tions. Specifically, motivated by the spatial redundancy
of high-resolution features, IMFA only focuses on a few
promising regions with high likelihood of object occurrence
based on prior predictions. Furthermore, inspired by the
significance of objects’ keypoints for recognition and lo-
calization [39, 59, 66, 71], IMFA first searches several key-
points within each promising region, and then samples use-
ful features around these keypoints at adaptively selected
scales. The sampled features are finally fed to the subse-
quent encoder layer along with the image features encoded
by the previous layer. With the two new designs, the pro-
posed IMFA aggregates only the most crucial multi-scale
features from those informative locations. Since the number
of the aggregated features is small, IMFA introduces min-
imal computational overhead while consistently improving
the detection performance of Transformer-based object de-
tectors. It is noteworthy that IMFA is a generic paradigm for
efficient use of multi-scale features: (i) as shown in Fig. 1,
it can be easily integrated with multiple Transformer-based
object detectors with consistent performance boosts; (ii) as
discussed in Section 5.4, IMFA has the potential to boost
DETR-like models on tasks beyond object detection.

To summarize, the contributions of this work are threefold.
* We propose a novel DETR-based detection pipeline,

where encoded features can be iteratively updated along
with refined detection predictions. This new pipeline al-
lows to leverage intermediate predictions as guidance for
robust and efficient multi-scale feature encoding.

* We propose a sparse sampling strategy for multi-scale
features, which first identifies several promising regions
under the guidance of prior detections, then searches sev-
eral keypoints within each promising region, and finally
samples their features at adaptively selected scales. We
demonstrate that such sparse multi-scale features can sig-
nificantly benefit object detection.

* Based on the two contributions above, we propose Iter-
ative Multi-scale Feature Aggregation (IMFA) — a sim-
ple and generic paradigm that enables efficient use of
multi-scale features in Transformer-based object detec-
tors. IMFA consistently boosts detection performance
on multiple object detectors, yet remains computationally
efficient. This is the pioneering work that investigates a
generic approach for exploiting multi-scale features effi-
ciently in Transformer-based object detectors.

2. Related Work

Object Detection. Most modern object detectors, like
Faster R-CNN [42], YOLO [40], and FCOS [49], are
ConvNet-based. They have achieved promising results on
various detection benchmarks [2, 7, 17, 24, 38, 44, 48, 54,

,61,62]. However, these methods detect objects by
defining surrogate regression and classification tasks, which
rely on many hand-crafted components, such as anchors,
rule-based training target assignment, and non-maximum
suppression (NMS). Thus the detection pipelines of these
ConvNet-based detectors are complex, hyper-parameter-
intensive, and not fully end-to-end, leading to sub-optimal
performance. Unlike ConvNet-based detectors, the recently
proposed DETR [4] has revolutionized the paradigm for ob-
ject detection using a Transformer [50] encoder-decoder ar-
chitecture, eliminating the need for those hand-crafted com-
ponents. Inspired by DETR [4], many Transformer-based
object detectors [1,3,5,8,13,16,20,23,29,34,36,45,52,53,

—68,72] are proposed and achieve state-of-the-art detec-
tion accuracy as well as fast convergence.

Multi-Scale Features for Object Detection. One major
challenge in object detection is to effectively represent ob-
jects at distinct scales. This is especially crucial for detect-
ing small objects in images. In modern ConvNet-based de-
tectors [26,42,48,49,54,56,70], Feature Pyramid Network
(FPN) [25] and its variants [12, 18,30,69,70] have become
the go-to solutions to exploit multi-scale features. However,
as feature pyramids require computation on high-resolution
feature maps, FPN and its variants also introduce substan-
tial computational overhead.
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Figure 2. Left: Most existing Transformer-based object detectors employ stacked Transformer encoder layers to obtain a fixed set of
encoded image features, which are fed to each Transformer decoder layer to interact with object queries. Only object queries and their

corresponding detection predictions are iteratively updated.

Right: IMFA rearranges the Transformer encoder-decoder pipeline into

multiple stacked detection stages. Each detection stage is composed of an encoder layer, a decoder layer, and a feed-forward network
(FFN), in which encoded features, object queries, and detection predictions can all be iteratively updated during the detection refinement
process. Only three encoder and decoder layers are presented for concise illustration.

Multi-scale features are also helpful for Transformer-
based object detectors. However, due to the inefficiency
of Transformer’s attention mechanism [50] to process high-
resolution feature maps, it requires special modifications
to reduce the computational complexity to a feasible level.
Concretely, Deformable DETR [72] proposes deformable
attention, which reduces the complexity via key sparsifi-
cation in the attention module. SMCA-DETR [11] uses
only one multi-scale attention encoder layer while restrict-
ing other layers to be scale-specific. CF-DETR [3] em-
beds the Transformer encoder into an FPN [25] to pro-
duce feature pyramids, and extracts multi-scale features
with RolAlign [14]. These methods enable the use of multi-
scale features in Transformer-based detectors, but introduce
huge computational overhead, require large-memory GPUs
for training and inference, and rely on special operators like
deformable attention or RoIAlign. To the best of our knowl-
edge, there is yet no generic approach to efficiently leverage
multi-scale features for Transformer-based detectors so far.

Spatial Redundancy and Sparse Features. Not all fea-
tures are equally important. In most cases, only a small
portion of features are crucial for recognition. With this
motivation, several works [9, 10,41,43,51,52,72] perform
sparse operations over feature maps to avoid computation
at less informative locations. Specifically, in object de-
tection, AutoFocus [37] first predicts and crops regions at
coarse scales, and then makes final predictions on those re-
gions at a higher resolution. PnP-DETR [52] and Sparse
DETR [43] adaptively allocate encoding operations to in-
formative feature tokens. One similar work to our proposed
IMFA is QueryDet [58], which first coarsely predicts over
low-resolution features, and then sparsely exploits multi-
scale features based on the coarse predictions to generate

the final detection results, thus improving inference speed.
However, unlike our proposed IMFA, QueryDet is designed
for single-stage ConvNet-based detectors with FPN [25],
and it only accelerates the inference procedure.

Our proposed IMFA is also inspired by the spatial re-
dundancy in high-resolution features. IMFA only exploits
sparse features from only a few highly informative locations
to get the best of both worlds for Transformer-based detec-
tors — high detection accuracy and low computational cost.

3. A Revisit of Transformer-Based Detection

Since our proposed method is developed on top of the
recently proposed Transformer-based object detectors, we
first briefly review the detection pipeline of Transformer-
based object detectors [4,29, 35, 55], taking the pioneering
work DETR [4] as an example.

DETR [4] formulates object detection as a direct set
prediction problem and uses a Transformer [50] encoder-
decoder architecture to solve it. Given an image I €
RHoxWox3 ' the backbone network generates its feature
maps, which are further fed to the Transformer encoder to
produce the encoded image features F € R7W x4 where d
denotes the feature dimension, and Hy, Wy and H, W are
the spatial sizes of the input image and its feature maps, re-
spectively. Then, the encoded features are fed to the Trans-
former decoder to interact with a set of object queries repre-
senting potential objects at different spatial locations. The
object queries are finally used to produce final detection pre-
dictions with a feed-forward network (FFN). The entire de-
tection pipeline is supervised by a set-based global loss with
bipartite matching.

Specifically, both the Transformer encoder and decoder
are composed of multiple layers. As shown in Fig. 2 (left),
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Figure 3. The detection pipeline of Iterative Multi-scale Feature Aggregation (IMFA). IMFA adopts the pipeline in Fig. 2 (right) with
multiple stacked detection stages, which enables the iterative update of encoded features. On this basis, IMFA performs sparse multi-scale
feature sampling under the guidance of prior detection predictions. Specifically, it only focuses on a few promising regions guided by prior
detection predictions, then searches for several keypoints within each promising region, and finally samples features around these keypoints
at adaptively selected scales. IMFA also adopts a Dynamic FFN to enhance the representation capacity of sparsely sampled multi-scale
features by incorporating semantics from their corresponding object queries. The sampled features are fed into the subsequent detection
stages along with encoded features for refined detection. Only the first two detection stages are presented for concise illustration.

existing methods [4,11,29,35,55,72] usually process the in-
put image features with a stack of encoder layers and obtain
a fixed set of encoded features, which are further fed to the
Transformer decoder layers to update the detection results
iteratively. Differently, as illustrated in Fig. 2 (right), one
major difference introduced by IMFA is that it rearranges
the encoder-decoder pipeline into multiple stacked detec-
tion stages, so that encoded features can also be iteratively
updated along with refined detection predictions. This de-
sign modification lays the foundation for efficient use of
multi-scale features guided by prior detection results, which
is to be detailed in the next section.

4. Iterative Multi-Scale Feature Aggregation
4.1. Overview

Iterative Multi-scale Feature Aggregation (IMFA) is a
generic paradigm for efficient use of multi-scale features
in Transformer-based object detectors, such as DETR [4].
Fig. 3 illustrates the detection pipeline of the proposed
IMFA. For computational efficiency, IMFA exploits multi-
scale features with dual-sparsity: (i) it samples multi-scale
features from just a few promising regions with high like-
lihood of object occurrence as guided by prior detection
predictions; (ii) for each promising region, it only samples

features from several keypoints with the most informative
features at adaptively selected scales. The dual-sparsity is
achieved with two novel designs, which are to be described
in detail in the following subsections.

4.2. Iterative Update of Encoded Features

The iterative update of encoded image features is the ba-
sis for IMFA to exploit multi-scale features efficiently. As
introduced in Section 3, most existing Transformer-based
detectors use fixed encoded image features to make predic-
tions. In order to guide the multi-scale sampling process
with prior detections, IMFA rearranges the Transformer
encoder-decoder pipeline, as shown in Fig. 2 (right).

Specifically, instead of using stacked encoder layers to
produce a fixed set of feature tokens at one go, IMFA rear-
ranges the detection pipeline into several stacked detection
stages. Each detection stage consists of an encoder layer, a
decoder layer, and an FFN. This design lays the foundation
for incorporating sparse multi-scale features dynamically
under the guidance of prior detection predictions, which is
detailed in Section 4.3. It is noteworthy that, according to
the experiments in Section 5.3, this design alone (shown
in Fig. 2 (right), without incorporating multi-scale features)
brings no performance gain over the baseline model.
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4.3. Sparse Feature Sampling and Aggregation

Naively incorporating multi-scale features into the en-
coder leads to prohibitive computational complexity, as the
number of feature tokens from all scales is too large to be
processed by the attention mechanism. This motivates us to
exploit only the most informative multi-scale features.

On the basis of Section 4.2, IMFA further performs
sparse multi-scale feature sampling using prior detection
predictions as guidance, as illustrated in Fig. 3. Specifically,
IMFA first identifies a few promising regions with high
likelihood of object occurrence. Then, it searches for sev-
eral representative and informative keypoints within each
promising region and samples their features at adaptively
selected scales. Finally, the sampled features are fed to
the subsequent encoder layers to aggregate with single-scale
image features to produce refined detection predictions.

Identifying Promising Regions Based on Prior Predic-
tions. In most cases, objects are sparsely distributed across
images [27,37, 58], which motivates us to exploit only the
multi-scale features related to these objects. An intuitive
solution is to guide the sampling process with the high-
confidence detection predictions from the previous detec-
tion stage. Concretely, as shown in Fig. 3, for each detec-
tion stage except the first stage, we select K predictions
with the highest classification confidence scores from the
previous detection stage as the promising regions. Here,
K = N x r, with N denoting the number of object queries
and r denoting IMFA’s sampling ratio. Formally, we denote
the selected box predictions and their corresponding ob-
ject queries as {(B1,Q1), ..., (Bk, Qx)}. The multi-scale
features are then sampled within these promising regions,
which is to be introduced in detail later. Since Transformer-
based object detectors [4, | 1,29, 35,55] already employ a
sparse set (typically 100~300) of object queries to represent
different objects, the promising regions sampled by IMFA
remain sparse for efficient computation.

Sampling Scale-Adaptive Features from Representative
Keypoints. IMFA directly samples multi-scale features
from the feature pyramid that is generated from the back-
bone (C2-C5 from ResNet in our experiments). However,
even the sparsely sampled promising regions still contain
a substantial amount of feature tokens at high-resolution
feature scales. To further sparsify the sampled multi-scale
features, IMFA searches a small number of representative
keypoints within each promising region and samples their
corresponding features at adaptively selected scales.

As illustrated in Fig. 3, for each promising region, IMFA
first uses its object query to predict M keypoint locations
within the region, which can be formulated as:

{P;}L, =MLP(Q;) fori=1,2,.. K, (1)

where ¢ and j index the queries and keypoints, respec-
tively, and each keypoint P;; = (x;j,y;;) lies within its
corresponding box prediction B;. Then, IMFA samples
each keypoint’s features from the feature pyramid at all
scales via bilinear interpolation, obtaining a set of features
{Fy; S |, where S is the number of feature scales. Fi-
nally, to emphasize the distinct significance of different fea-
ture scales for each keypoint, we propose to perform adap-
tive scale selection by predicting scale-specific weights for
each keypoint and obtaining scale-adaptive features through
weighted summation:

Fij =5, afF; {afj}le = Softmax(7;(Q)),
2
where the scale-selection weights « are generated by a
linear projection y; followed by a Softmax function, so
that >° af; = 1. In this way, IMFA only samples the
most crucial and informative features, producing a set of
sparse yet still highly informative multi-scale features for
each promising region. Additionally, to further strengthen
the representation capacity of the sampled multi-scale fea-

tures, we feed the sampled features into a Dynamic Feed-



Method High-Res Feat | #Epochs #Params FLOPs FPS GPUMem | AP AP;y AP;5; APs APy APy
DETR-R50 [4] § 50 41M 86G 246 2.1GB |349 555 360 144 372 545
DETR-R50-DC5 [4] £ v 50 41M 187G 9.2 5.8GB |36.7 57.6 382 154 39.8 56.3
DETR-R50 [4] + IMFA (Ours) § 50 52M 105G 200 25GB |39.2 588 41.6 203 422 554
Conditional-DETR-R50 [35] 50 44M 90G 222 2.1GB |409 61.8 433 20.8 44.6 59.2
Conditional-DETR-R50-DCS5 [35] v 50 44M 195G 89 5.8GB |43.8 644 467 240 47.6 60.7
Conditional-DETR-R50 [35]+ IMFA (Ours) 50 53M 106G 19.0 25GB |44.0 642 475 257 468 598
Anchor-DETR-R50 [55] 50 37M 93G 223 21GB |42.1 63.1 449 223 462 60.0
Anchor-DETR-R50-DCS5 [55] v 50 37T™M 172G 143 3.6GB |442 64.7 475 247 482 60.6
Anchor-DETR-R50 [55] + IMFA (Ours) 50 46M 106G 175 24GB |445 639 477 264 477 599
DAB-DETR-R50 [29] 50 44M 94G 214 2.1GB 422 63.1 447 215 457 60.3
DAB-DETR-R50-DCS5 [29] v 50 44M 202G 8.8 6.0GB |445 65.1 477 253 482 623
DAB-DETR-R50 [29] + IMFA (Ours) 50 53M 108G 18.6 25GB |45.5 650 493 273 483 61.6

Table 1. Compatibility with different Transformer-based object detectors.

IMFA boosts the performance of existing detectors at slight

computational costs. ‘High-Res Feat’ denotes the use of high-resolution features with R50-DCS5. I denotes DETR with 300 object queries

and focal loss. Results are reported on COCO val 2017.

Forward Network (Dynamic FFN) to incorporate the se-
mantics from their corresponding object queries via dy-
namic weighting [46], where FFN’s weights are dynami-
cally generated by object queries. It can be formulated as:
Fj; = MLPw, (F;;) Wi =(Qi). )
Here, for each object query Q;, the dynamic weight W;
is obtained by a linear projection ¢ of Q;. Then, W is
applied to the scale-adaptive features F;; to generate the
final sampled features F}; with enhanced semantics. These
sampled features, along with their positional embeddings

obtained based on their keypoint locations, are further fed
to the subsequent detection stage for aggregation.

Iterative Aggregation of Multi-Scale Features. To lever-
age the sampled multi-scale features for refined object de-
tection, the sampled features and the encoded image fea-
tures are fed into the subsequent encoder layer for aggre-
gation using the attention mechanism. This is analogous
to the top-down path created by FPN [25] for enhancing
the semantics of low-level features. To avoid continuous
growth of feature tokens and maintain efficiency, each de-
tection stage does not inherit the multi-scale features that
are generated from the previous stage, as shown in Fig. 3.

4.4. Visualization and Analysis

Fig. 4 visualizes IMFA’s sampling locations and their
feature scales. It can be observed that the sampling loca-
tions mostly fall around the target objects, and typically at
representative locations, such as object extremities. This
proves the effectiveness of IMFA in searching sparse yet
highly informative locations in the feature sampling pro-
cess. Besides, it is noteworthy that IMFA tends to focus
on higher-resolution features for small objects and lower-
resolution features for large objects, which is intuitive as
the detection of small objects relies more on finer details.

5. Experiments
5.1. Experiment Setup

Dataset and Evaluation Metrics. We perform experi-
ments on the COCO 2017 dataset [27]. We use ~117k
images in train2017 for training and S5k images in
val2017 for evaluation. We adopt COCO’s standard eval-
uation metrics for performance evaluation.

Implementation Details. As the proposed IMFA defines
a generic paradigm, we mainly conduct experiments with
DAB-DETR [29] — a state-of-the-art Transformer-based ob-
ject detector with open-sourced implementation. We also
integrate IMFA with DETR [4], Conditional DETR [35],
and Anchor DETR [55], to demonstrate its generality.

A crucial implementation detail involves incorporating
skip connections for encoded features between Transformer
encoder layers, as motivated by [63] and [65, 66] to facili-
tate feature semantic alignment.

For IMFA-related hyper-parameters, we set the sampling
ratio r at 20% and the keypoint number M at 8 by default.
Other model-related setups align with their corresponding
baselines [4, 29, 35,55]. We use ImageNet-pretrained [6]
ResNet [15] as backbone networks, and conduct training
with AdamW optimizer [33]. The total batch size is set to
16 for training. The initial learning rate is 1 x 10~ for the
backbone networks and 1x 10~ for the Transformer archi-
tectures, along with a weight decay of 1 x 10=%. Models
are trained for 50 epochs, with the learning rate decayed at
the 40" epoch by 0.1. The same data augmentation scheme
used in [4,29,35,55] is adopted.

5.2. Experiment Results

Compatibility with Transformer-Based Detectors. We
first evaluate the generality of IMFA by integrating it with
multiple Transformer-based object detectors. As discussed
in Section 1, these methods resort to higher-resolution back-
bones (denoted with ‘High-Res Feat’) as an alternative, as it



Method | MS SMS DC | #Epochs #Params FLOPs | AP AP5, AP;; APg APy APy
Faster-RCNN-FPN-R50 [25,42] v 108 42M 180G | 420 62.1 455 266 455 534
TSP-FCOS-FPN-R50 [47] v 36 52M 189G | 43.1 623 470 266 468 559
TSP-RCNN-FPN-R50 [47] v 36 64M 188G | 43.8 633 483 28.6 469 557
Sparse-RCNN-FPN-R50 [46] v 36 106M 166G | 450 64.1 489 28.0 47.6 59.5
DETR-R50 [4] v 500 41M 187G | 433 63.1 459 225 473 6l.1
Deformable-DETR-R50 [72] v 50 40M 173G | 43.8 626 477 264 471 580
Deformable-DETR-R50 [72] + Iter v 50 41M 173G | 454 647 490 268 483 617
Efficient-DETR-R50 [60] v 36 32M 159G | 442 622 480 284 475 56.6
Conditional-DETR-R50 [35] v 50 44M 195G | 43.8 644 467 240 476 60.7
SMCA-DETR-R50[11] v 50 40M 152G | 437 63.6 472 242 470 604

YOLOS-DeiT-S [8] 150

Anchor-DETR-R50 [55] v 50
DAB-DETR-R50 [29] v 50
SAM-DETR-R50 [66] v 50
SAM-DETR-R50 [66] w/ SMCA [11] v 50
DAB-DETR-R50 [29] + IMFA (Ours) v 50

28M 172G | 376 576 392 159 402 573
37M 172G | 442 647 475 247 482 60.6
44M 202G | 445 65.1 477 253 482 623
58M 210G | 433 644 462 251 469 610
58M 210G | 450 654 479 262 49.0 633
53M 108G | 455 650 493 273 483 616

Table 2. Comparison with state-of-the-art object detectors on COCO val 2017. Our proposed method achieves comparable performance
with the state-of-the-art methods, but with significantly lower computation. ‘MS’ denotes the use of multi-scale features. ‘SMS’ denotes
the use of sparse multi-scale features with our proposed IMFA. ‘DC’ denotes the use of high-resolution features with R50-DCS5.

Method |#Params FLOPs FPS| AP
DETR-SwinB [4] 105M 303G 9.8 ]40.7
DETR-SwinB [4] + IMFA (Ours) 115M 318G 9.3 |46.2
DAB-DETR-ConvNextB [29] 108M 287G 9.4 (474
DAB-DETR-ConvNextB [29] + IMFA (Ours)| 117M 301G 8.7 |50.0

Table 3. Results under stronger backbones. Results are obtained
on COCO val 2017.

is computationally prohibitive for them to directly process
multi-scale features. As shown in Table 1, using higher-
resolution features improves the detection performance but
adds a substantial computational cost (+ ~100 GFLOPs and
-8~15FPS) as well as GPU memory consumption. On
the other hand, the proposed IMFA consistently improves
the detection performance by large margins across all met-
rics, especially on small objects (APg), yet only intro-
duces a slight computational overhead (+ ~15 GFLOPs and
- ~3 FPS). The experimental results demonstrate IMFA’s ef-
fectiveness and wide applicability.

Comparison with State-of-the-Art Detectors. We in-
tegrate IMFA with DAB-DETR [29] to benchmark with
other state-of-the-art single-stage Transformer-based detec-
tors that utilize high-resolution or multi-scale features. We
also include some popular two-stage detectors [42,47, 60]
for a comprehensive comparison. As shown in Table 2,
our method can achieve comparable performance with the
state-of-the-art methods, but with significantly less compu-
tational cost.

Results with Stronger Backbones. As shown in Table 3,
when using stronger backbones [31,32], IMFA still consis-
tently improves detection performance at marginal costs.

5.3. Ablation Study

We conduct ablation studies with the strong baseline
DAB-DETR-R50 [15, 29] to validate the effectiveness of

Iter. Enc. SFSA | #Params FLOPs | AP APs APy APy

44M 94G | 422 215 457 603
v 44M 94G | 419 21.8 452 61.1
v v 53M 108G | 455 27.3 483 61.6

Table 4. Ablation studies on IMFA’s two major design choices.
‘Iter. Enc.” denotes iterative update of encoded features as illus-
trated in Fig. 2 (right). ‘SFSA’ denotes sparse feature sampling
and aggregation as illustrated in Fig. 3.

Rep.Kp. Ada.Scale Dy.FFN |#Params FLOPs| AP APs APy AP
44M 994G |41.9 21.8 452 61.1

v 45M 105G |42.1 22.0 454 61.0
v v 53M 108G |42.3 222 46.0 60.9
v v 53M 108G |44.7 264 47.6 61.5
v v 45M 105G |44.2 263 472 60.8
v v v 53M 108G |45.5 27.3 48.3 61.6

Table 5. Ablation studies on the design choices within sparse
multi-scale feature sampling and aggregation. ‘Rep. Kp.” denotes
searching representative keypoints. ‘Ada. Scale’ denotes adaptive
scale selection. ‘Dy. FFN’ denotes Dynamic FFN.

our designs. Results are obtained on COCO val 2017.

Effect of IMFA’s Design Choices. IMFA introduces two
novel designs: i) iterative encoding described in Section 4.2
and Fig. 2 (right), and ii) sparse multi-scale feature sam-
pling and aggregation described in Section 4.3 and Fig. 3.
As shown in Table 4, the iterative encoding alone even
slightly degrades the baseline’s performance. However,
with IMFA’s sparsely sampled multi-scale features, our
method significantly improves the detection performance
of objects at all scales, especially at smaller scales. This
proves that the multi-scale features sampled by IMFA are
sparse yet highly effective for object detection.

We also study the three crucial components within the
sparse feature sampling and aggregation process in Table 5.
Without identifying representative keypoints (random spa-



r | #Params FLOPs | AP AP5y APz APs APy APy

10% | 53M 103G | 442 640 475 259 473 60.6
15% | 53M 105G | 44.8 642 482 265 47.7 60.1
20% | 53M 108G | 455 650 493 273 483 61.6
25% | 53M 111G [ 453 651 49.0 279 479 6l1.1
30% | 53M 114G | 45.1 645 489 284 482 60.2

Table 6. Ablation study on the sampling ratio r of prior detection
predictions. Results are obtained on COCO val 2017.

M | #Params FLOPs | AP AP5y APz APs APy APy

1 53M 101G | 439 643 475 251 469 608
2 53M 102G | 450 647 489 260 483 604
4 53M 104G | 453 65.0 487 273 481 609
8 53M 108G | 455 65.0 493 273 483 61.6
16 ‘ 53M 117G | 453 647 490 266 48,5 615

Table 7. Ablation study on the keypoint number M within each
promising region. Results are obtained on COCO val 2017.

tial sampling is used instead), the performance barely im-
proves, which verifies our claim that only a very small set
of multi-scale features are beneficial. The results also vali-
date that IMFA can search keypoints with important seman-
tics information. Without adaptive scale selection (averaged
scale selection is used instead), the performance drops, in-
dicating that our design enables the focus of appropriate
scales for each object. Without Dynamic FFN, the perfor-
mance also drops, which proves that Dynamic FFN success-
fully fuses important semantics information from the corre-
sponding object queries and benefits the final prediction.

Effect of IMFA’s Hyper-Parameters. IMFA introduces
two hyper-parameters: the sampling ratio of prior detection
predictions and object queries (r) as well as the keypoint
number in each promising region (M). We conduct sensi-
tivity analysis on each of them.

Table 6 shows the effect of different » values when M is
fixed at 8. As r increases from 10% to 30%, the average pre-
cision (AP) first increases then decreases, while the compu-
tational cost keeps growing. An interesting trend is that the
detection performance of small objects (APg) goes up with
increasing r consistently. We conjecture that small objects
rely more on the fine details in high-resolution features, so
that they can benefit from increased number of promising
regions used for multi-scale feature sampling. However, the
overall performance drops when 7 is too large, which we
conjecture is due to the increased difficulty in searching rel-
evant features with overwhelming featuare tokens involved.
Based on the experimental results, we set the default value
for r as 20% in our system.

To study the effect of the number of keypoints M, we
conduct experiments by fixing r at 20% and report the re-
sults in Table 7. We can see a similar trend that the per-
formance improves as M increases but then drops when M
becomes too large. Therefore, we set M as § by default.

Method | Input Size | FLOPs  FPS | APXP
PRTR-R50 [21] 384x288 | 11.0G 360 | 682
PRTR-R50 [21] 512x384 | 188G 218 | 71.0
PRTR-R50 [21]+IMFA (Ours) | 384x288 | 134G 293 | 72.7
PRTR-R101 [21] 384x288 | 19.1G 243 | 70.1
PRTR-R101 [21] 512x384 | 334G 144 | 720
PRTR-R101 [21]+IMFA (Ours) | 384x288 | 21.5G 216 | 73.7

Table 8. Human pose estimation performance on COCO val 2017.
IMFA greatly boosts performance at marginal costs, even surpass-
ing the baseline methods with high-resolution input images.

5.4. Extension to Human Pose Estimation

We further apply the proposed IMFA to human pose es-
timation to verify its generality across different tasks. Con-
cretely, we evaluate the performance on the COCO 2017
human pose estimation benchmark [27]. We adopt PRTR
(two-stage variant) [21], a DETR-like human pose esti-
mation method with open-sourced implementation, as our
baseline. Please refer to the technical appendix for its full
implementation details.

As shown in Table 8, on the task of human pose estima-
tion, IMFA still clearly outperforms its baseline methods
at the same input size with only slight extra computation.
IMFA even surpasses its higher-resolution baselines at sig-
nificantly reduced computational costs. The results indicate
IMFA’s potential of boosting Transformer-based models on
various vision tasks beyond object detection itself.

6. Conclusion

Multi-scale features are beneficial to object detection,
but often come with large computational costs. This paper
presents Ilterative Multi-scale Feature Aggregation (IMFA)
as the pioneering generic paradigm for efficient use of
multi-scale features in Transformer-based object detectors.
It gets the best of both worlds — high accuracy and low com-
putational cost. IMFA identifies and extracts multi-scale
features from the most promising and informative locations
only and greatly improves detection accuracy on multiple
object detectors at marginal additional costs. We expect
IMFA will inspire more comprehensive research and appli-
cations on Transformer-based object detection.

Limitations. Although IMFA is compatible with many
Transformer-based object detectors, it cannot be directly ap-
plied to Deformable DETR [72] and its extensions [43, 60].
This is due to undefined deformable operations on non-grid
feature maps, which require extensive engineering efforts.
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A. Technical Appendix

This section provides more details of our proposed
method and its experimental results, which are omitted in
the main paper due to space limitation.

A.1. Training Objective of Iterative Multi-scale Fea-
ture Aggregation (IMFA)

As described in Section 4, all additional operations in-
troduced by IMFA are fully differentiable, including the se-
lection of top-K prior detection predictions, sparse feature
sampling via bilinear interpolation, adaptive scale selection,
Dynamic FFN, and iterative feature aggregation. Thus, the
proposed IMFA can be trained end-to-end on top of the cor-
responding baselines [4,29,35,55].

Besides, IMFA requires no additional training objec-
tives. In other words, IMFA is trained purely with the su-
pervision signals of the corresponding baselines’ detection-
related losses.

A.2. Additional Experiment Results

Table 3 in our manuscript has already demonstrated that
our proposed IMFA can work well with stronger vision
Transformer (ViT) backbones [31]. Here we present more
results in Table 9. With Swin-Transformer-Tiny (Swin-
T) [31] as the backbone, DAB-DETR-Swin—-T+IMFA sig-
nificantly outperforms DAB-DETR-R50+IMFA with com-
parable computational cost, which further demonstrates
IMFA’s excellent scalability.

Besides, we also compare our method with other state-
of-the-art Transformer-based object detectors using vision
Transformers as backbones. As shown in Table 9, our
DAB-DETR-Swin-T+IMFA still achieves the best overall
performance. We notice that ViDT [45] has a lower FLOPs
than ours, because it adopts an ‘encoder-free neck architec-
ture’ based on deformable attention [72].

A.3. Additional Visualization Results

For a more comprehensive understanding of the pro-
posed IMFA, we provide more visualization results on
IMFA’s sampling locations and IMFA’s adaptively selected
feature scales in Fig. 5. These visualizations validate the ef-
fectiveness of IMFA in searching informative locations and
appropriate scales for multi-scale feature sampling, even
under very complex scenarios as shown in the first row. It
is noteworthy that the sampling weights for C5 are gener-
ally low, even for large objects. This is because C5 has the
same feature scale as the encoded image features, and thus
IMFA tends to sample multi-scale features from C2-C4 for
additional information.
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A.4. Implementation Details for Human Pose Esti-
mation

Section 5.4 investigates the generality of IMFA across
various tasks by integrating it with PRTR (two-stage vari-
ant) [21]. Here we present the implementation details of
this integration.

The implementation details align with PRTR (two-stage
variant) [21]’s implementation. Concretely, we adopt the
person detection results fine-tuned on COCO [27] to ex-
tract image patches that contain persons. These image
patches are resized into a fixed shape of 384x288, then pro-
cessed by data augmentations including random rotation,
random scale, and horizontal flipping, and finally fed into
the PRTR+IMFA model. We adopt the AdamW [33] opti-
mizer for training, with the base learning rate for the ResNet
backbone [15] as le-5 and le-4 for the rest, with a weight
decay of le-4. The total number of training epochs is 200,
and the learning rate is halved at the 120th and 140th epoch,
respectively. For the Transformer part, the number of en-
coder and decoder layers are both set to 6. The number of
keypoint queries is set to 100. During inference, we adopt
the common practice of flip-test [21] and compute the key-
point coordinates by averaging the outputs of the original
and flipped person image patches.

A.5. Further Discussions

Our differences with multi-scale feature fusion. Com-
pared with existing multi-scale methods (e.g., FPN, DLA,
Amulet, Deformable DETR, SMCA-DETR, etc.), the way
we utilize multi-scale features is significantly different.
Specifically, most existing methods use all the feature to-
kens from multi-scale features (typically 20x~80x fea-
ture tokens compared to single-scale), whereas IMFA only
adds less than 1x multi-scale feature tokens by aggregat-
ing multi-scale features from just a few informative key-
points. This is the key reason that IMFA can serve as a
generic paradigm for efficient exploitation of multi-scale
features in Transformer-based detectors. Our experiments
show that, at very slight computational costs, IMFA is able
to boost detection performance by large margins for multi-
ple Transformer-based detectors.

It is noteworthy that Deformable DETR [72] also adopts
sparse multi-scale feature computation. However, De-
formable DETR still stores and uses all multi-scale feature
tokens, which is different from IMFA. IMFA does not need
to compute and store dense and high-resolution multi-scale
features and is more efficient. Thus, IMFA introduces sig-
nificantly smaller computational costs in processing multi-
scale features.

QOur relation to guided refinement. Guided refinement
typically refers to the recursive update of predictions based
on previous predictions. A typical example is Cascade R-



Method | MS SMS | #Epochs #Params FLOPs | AP AP5, AP;; APg APy AP

DAB-DETR-R50 [29] + IMFA (Ours) | v | 50 53M 108G | 455 650 493 273 483 61.6
DAB-DETR-Swin-T [29]+IMFA (Ours) | v | 50 57TM 114G |47.0 67.1 50.6 295 49.7 633
Deformable-DETR-Swin-T [72] v 50 40M 180G | 457 653 499 269 494 612
YOLOS-DeiT-B [5] 150 127M 538G 420 622 445 195 453 62.1
ViDT-Swin-T [45] v 50 38M 100G |44.8 645 487 259 476 62.1

Table 9. Comparison with state-of-the-art object detectors with ViT backbones on COCO val 2017. ‘MS’ denotes the use of multi-scale
features. ‘SMS’ denotes the use of sparse multi-scale features with our proposed IMFA. ‘ §’ denotes two-stage Transformer-based object
detector, with the encoder producing ‘region proposals’ to initialize object queries.

High-Res <€ » Low-Res

Input Images Feature Scale C2 Feature Scale C3 Feature Scale C4 Feature Scale C5

Figure 5. Additional visualization of IMFA’s sampling locations and their adaptively selected feature scales. The searched sampling points
mostly fall around the objects of interest, many of which are highly representative points with rich semantics, such as objects’ extremities.
Besides, IMFA adaptively selects appropriate feature scales for each sampling point, generating sparse yet informative scale-adaptive
features for refined detection predictions. Best viewed in color.

CNN [2]. Our proposed IMFA falls under the umbrella of features) at each detection stage to achieve superior detec-
guided refinement. However, IMFA’s guided refinement is tion performance at slight computational costs.
inherited from its baseline methods (e.g., DETR, Condi-

tional DETR, Anchor DETR, DAB-DETR, etc.) that in-

volve multiple decoder layers as refinement stages. We

highlight that IMFA does not introduce any additional re-

finement stages, and neither do we claim IMFA’s guided re-

finement as a novelty or contribution. Our major contribu-

tion is that, on top of Transformer-based detectors’ guided

refinement patterns, we propose IMFA that efficiently and

adaptively incorporates new information (sparse multi-scale
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