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Abstract

Generalized category discovery (GCD) is a recently pro-
posed open-world problem, which aims to automatically
cluster partially labeled data. The main challenge is that
the unlabeled data contain instances that are not only from
known categories of the labeled data but also from novel
categories. This leads traditional novel category discov-
ery (NCD) methods to be incapacitated for GCD, due to
their assumption of unlabeled data are only from novel
categories. One effective way for GCD is applying self-
supervised learning to learn discriminate representation for
unlabeled data. However, this manner largely ignores un-
derlying relationships between instances of the same con-
cepts (e.g., class, super-class, and sub-class), which re-
sults in inferior representation learning. In this paper,
we propose a Dynamic Conceptional Contrastive Learn-
ing (DCCL) framework, which can effectively improve clus-
tering accuracy by alternately estimating underlying vi-
sual conceptions and learning conceptional representation.
In addition, we design a dynamic conception generation
and update mechanism, which is able to ensure consis-
tent conception learning and thus further facilitate the opti-
mization of DCCL. Extensive experiments show that DCCL
achieves new state-of-the-art performances on six generic
and fine-grained visual recognition datasets, especially on
fine-grained ones. For example, our method significantly
surpasses the best competitor by 16.2% on the new classes
for the CUB-200 dataset. Code is available at https:
//github.com/TPCD/DCCL

1. Introduction
Learning recognition models (e.g., image classification)

from labeled data has been widely studied in the field of
machine learning and deep learning [13, 18, 31]. In spite
of their tremendous success, supervised learning techniques
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Figure 1. Diagram of the proposed Dynamic Conceptional Con-
trastive Learning (DCCL). Samples from the conceptions should
be close to each other. For example, samples from the same classes
(bus) at the class level, samples belonging to the transportation
(bus and bicycle) at the super-class level, and samples from trains
with different colors at the sub-class level. Our DCCL potentially
learns the underlying conceptions in unlabeled data and produces
more discriminative representations.

rely heavily on huge annotated data, which is not suit-
able for open-world applications. Thus, the researchers
recently have paid much effort on learning with label-
imperfection data, such as semi-supervised learning [23,
33], self-supervised learning [12, 42], weakly-supervised
learning [41,45], few-shot learning [32,38], open-set recog-
nition [30] and learning with noisy labels [40], etc.

Recently, inspired by the fact that Humans can easily
and automatically learn new knowledge with the guidance
of previously learned knowledge, novel category discov-
ery (NCD) [9, 11, 28, 44, 47] is introduced to automatically
cluster unlabeled data of unseen categories with the help of
knowledge from seen categories. However, the implemen-
tation of NCD is under a strong assumption that all the un-
labeled instances belong to unseen categories, which is not
practical in real-world applications. To address this limi-
tation, Vaze et al. [35] extend NCD to the generalized cat-
egory discovery (GCD) [35], where unlabeled images are
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from both novel and labeled categories.
GCD is a challenging open-world problem in that we

need to 1) jointly distinguish the known and unknown
classes and 2) discover the novel clusters without any anno-
tations. To solve this problem, Vaze et al. [35] leverage the
contrastive learning technique to learn discriminative repre-
sentation for unlabeled data and use k-means [21] to obtain
final clustering results. In this method, the labeled data are
fully exploited by supervised contrastive learning. How-
ever, self-supervised learning is applied to the unlabeled
data, which enforces samples to be close to their augmen-
tation counterparts while far away from others. As a con-
sequence, the underlying relationships between samples of
the same conceptions are largely overlooked and thus will
lead to degraded representation learning. Intuitively, sam-
ples that belong to the same conceptions should be similar
to each other in the feature space. The conceptions can be
regarded as: classes, super-classes, sub-classes, etc. For ex-
ample, as shown in Fig. 1, samples of the same class should
be similar to each other, e.g., samples of the bus, samples of
the bicycle. In addition, in the super-classes view, classes
of the transportation, e.g., Bus and Bicycle, should belong
to the same concept. Hence, the samples of transportation
should be closer than that of other concepts (e.g., animals).
Similarly, samples belong to the same sub-classes (e.g., red
train) should be closer to that of other sub-classes (e.g.,
white train). Hence, embracing such conceptions and their
relationships can greatly benefit the representation learning
for unlabeled data, especially for unseen classes.

Motivated by this, we propose a Dynamic Conceptional
Contrastive Learning (DCCL) framework for GCD to ef-
fectively leverage the underlying relationships between un-
labeled data for representation learning. Specifically, our
DCCL includes two steps: Dynamic Conception Genera-
tion (DCG) and Dual-level Contrastive Learning (DCL). In
DCG, we dynamically generate conceptions based on the
hyper-parameter-free clustering method equipped with the
proposed semi-supervised conceptional consolidation. In
DCL, we propose to optimize the model with conception-
level and instance-level contrastive learning objectives,
where we maintain a dynamic memory to ensure compar-
ing with the up-to-date conceptions. The DCG and DCL
are alternately performed until the model converges.

We summarize the contributions of this work as follows:

• We propose a novel dynamic conceptional contrastive
learning (DCCL) framework to effectively leverage the
underlying relationships between unlabeled samples
for learning discriminative representation for GCD.

• We introduce a novel dynamic conception generation
and update mechanism to ensure consistent conception
learning, which encourages the model to produce more
discriminative representation.

• Our DCCL approach consistently achieves superior
performance over state-of-the-art GCD algorithms on
both generic and fine-grained tasks.

2. Related Work

2.1. Novel Category Discovery

Novel category discovery [11] (NCD) tasks aim at dis-
covering new categories by leveraging the knowledge of
a set of labeled categories. RankStat [10] indicates that
self-supervised pre-training is helpful for NCD. NCL [46]
adopts contrastive learning to improve representation learn-
ing. UNO [9] proposes a unified objective for jointly
learning on unlabeled and labeled data. Most recently,
NCD has been extended to a generalized category discov-
ery (GCD) [35], in which the unlabeled data include both
labeled and unlabeled categories. Later, ORCA [3] defines
an open-world semi-supervised learning task, which is sim-
ilar to GCD. Although these definitions are relatively prac-
tical, most methods remain to assume that the class number
of clustered data is known. Nevertheless, such prior knowl-
edge is often not acquired in advance for real-world applica-
tions. To handle the drawback, DTC [11] and GCD [35] em-
ployed an independent algorithm to search the optimal class
number, however, they did not associate clustering estima-
tion with representation learning. Unlike these offline algo-
rithms, we propose to jointly consider downstream cluster-
ing and representation learning. The experimental results
show they are mutually beneficial for each other.

2.2. Contrastive Learning based on Memory Buffer

Contrastive learning [5, 6, 22, 37, 43] (CL) has been shown
to be significantly effective for representation learning in a
self-supervised manner. MoCo [12] demonstrates that sam-
pling positive-negative pairs from an instance-level buffer
can benefit CL and reduce the impact of the size of the train-
ing batch. Then, instead of contrasting over all instances in
a mini-batch, prototypical contrastive learning [20] (PCL)
that contrasts the instance features with a set of prototypes,
has been shown to provide comprehensive supervision.
However, PCL still needs an instance-level memory buffer
to yield the prototype set, which is not computation- and
memory-efficient. Recently, SCL [14] propose a cluster-
level momentum encoder but considers only three fixed
numbers of classes during training, which is still limited
compared to our dynamic method. Different from PCL and
SCL that consider the fixed numbers of classes during the
whole training process, our DCCL dynamically estimates
the number of classes for different training stages in a effi-
cient way, which encourages models to learn more discrim-
inative representation.
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Figure 2. (a) Overview of our DCCL framework. We first extract features and cluster the features to generate conceptional labels, then
initialize conception representations by our DCG, and last learn representations by joint instance-level and conception-level objectives.
During the training process, the DCG and dual-level representation learning are performed alternately, in which the conception buffer
is updated every iteration to keep the consistency of the changing instance features and conceptional representations. (b) Illustration of
the proposed conception consolidation. Without consolidating the relationships of conceptions by label information, Infomap tends to
over-cluster data and thus provides the supervision that has a high risk to over-correct affinities between neighbor instances.

2.3. Semi-Supervised Learning and Clustering

Semi-supervised learning (SSL) has been a long-standing
research topic [39]. Different from GCD, SSL often as-
sumes that the labeled and unlabeled data come from the
same set of classes, in which consistency-based methods are
the most effective methods for SSL, such as Mean-teacher
[34], MixMatch [2], and FixMatch [33]. Consistency-
based methods are the most effective methods for SSL,
such as Mean-teacher [34], MixMatch [2], and FixMatch
[33]. Moreover, semi-supervised classification is a rela-
tively well-defined task, while the supervised information
in semi-supervised clustering can take different forms [19],
such as two instances are known to be must-linked in a re-
lationship matrix or some cluster assignments are known
beforehand. For instance, Basu et al. [1] proposed to ini-
tialize the clusters based on the data points for which clus-
ter assignments are known. However, these methods can
not adaptively assign the number of clusters for generating
conceptions. To mitigate these limitations, we improve the
classical InfoMap [27] to fully leverage both labeled and
unlabeled data and dynamically produce varying concep-
tional labels for different contrastive learning epochs.

3. Dynamic Conceptional Contrastive Learn-
ing

3.1. Problem Formulation

Generalized category discovery (GCD) aims at automat-
ically categorizing unlabeled images in a dataset, where the

partial data are labeled and the remaining are unlabeled.
The unlabeled images come from either labeled (known)
classes or unlabeled (unknown) classes. This is a more re-
alistic open-world setting than the common closed-set clas-
sification that assumes the labeled and unlabeled data be-
long to the same classes. Let the dataset be D = DL ∪DU ,
where DL = {(xL

i ,y
L
i )}M

L

i=1 ∈ X × YL, L denotes the
labeled subset and DU = {(xU

i ,y
U
i )}M

U

i=1 ∈ X × YU de-
notes the unlabeled subset with unknown yU

i ∈ YU . Only a
subset of classes contains labeled instances, i.e., YL ⊂ YU .
The number of labeled classes NL can be directly calcu-
lated from the labeled data, while the number of unlabeled
classes NU is not known during model training. Let f and
h be a feature extractor and a MLP projection head. The
extracted representation is defined as vi = f(xi).

3.2. Overview

To tackle the problem of GCD, we propose a novel
framework DCCL (see Fig. 2), to jointly learn representa-
tions using dual-level contrastive learning (DCL) and ex-
plore all possible relationships between labeled and un-
labeled instances in a conceptional view. First, we ex-
tend the classical unsupervised clustering algorithm, In-
fomap [27], to a semi-supervised manner, which aims at
dynamically generating reasonable conceptional represen-
tations and associating the labeled and unlabeled instances
during representation learning. By alternately executing the
dynamic conception generation (DCG) and DCL, DCL ben-
efits from informative supervised information to generate
higher-quality representations. Meanwhile, DCG gradually



produces more comprehensive guidance based on a deeper
understanding of conceptual relationships. DCG and DCL
mutually benefit each other, thus resulting in a better repre-
sentation for downstream clustering.

3.3. Dynamic Conception Generation

Although the test-time semi-supervised k-means [35]
(SSK) succeeds in achieving considerable performance
gain, it fails to jointly consider the representation learning
and supervision information from semi-supervised cluster-
ing. Moreover, it is infeasible to directly perform SSK in
each training epoch for assigning pseudo labels, because
the real number of clusters is unknown during training. To
overcome these drawbacks, we propose a dynamic concep-
tion generation (DCG) based on the hyper-parameter-free
Infomap [27] algorithm. Specifically, we first propose a
semi-supervised conceptional consolidation method to con-
struct a similarity network, then execute the Infomap clus-
tering algorithm on the constructed network to get concep-
tional label assignments, and finally calculate conception
representation and initialize conceptional memory buffer.
Conception Consolidation. In a given network, Infomap
aims at partitioning semantic-similar sub-networks by the
pattern of connections. To leverage the supervision from la-
beled data, we propose to enforce the similarity constraints
into the networking, according to the labeled data that be-
long to the same category. Formally, we construct an adja-
cent matrix A to represent the possible connection relation-
ships among all instances. The weight of the edge of the
i-th and j-th instances is given by:

Aij =


smax
i , if yi,yj ∈ YL and yi = yj

sij , if yi or yj ∈ YU and sij>τF

0, otherwise
(1)

smax
i = argmax

j
{sij | j ∈ D} , (2)

sij = [(vi/‖vi‖) · (vj/ ‖vj‖) + 1]/2 ∈ [0, 1], (3)

where · denotes dot product and ‖·‖ is l2 normalization. The
τF is a threshold to select high-confidence links. Through
the conception consolidation illustrated in Fig. 2(b), we can
establish a reliable relationship network with rich structural
information for the subsequent clustering.
Remark. We set the similarities of positive pairs with the
maximal value of neighborhood similarities instead of 1.
This is because we experimentally find that when imposing
1 for constraining positive pairs, Infomap tends to group all
the labeled positive instances as an individual cluster.
Entropy Minimization Clustering. In Infomap algo-
rithm [26], the clustering problem is equivalent to mini-
mizing the entropy that represents the minimum descrip-
tion length of the coding network. By solving the min-
imization objective, we acquire a conceptional label set

Algorithm 1: Algorithm Pipeline of our DCCL
Input: Feature Extractor f , Projection Head h,

Labeled data DL and Unlabeled data DU .
Output: f and h.
for n = 1 in [1,max epoch] do

if n mod τ I == 0 then
Extract features and construct adjacency
matrix A by Eq. (1), Eq. (2) and Eq. (3);

Perform InfoMap [27] clustering to assign
conceptional labels C;

Initialize conceptional buffer by Eq. (4);
end
for i = 1 in [1,max iteration] do

Sample mini-batches from DL ∪ DU ;
Calculate overall optimization objective by
Eq. (10);

Update f and h by SGD [25];
Update conceptional buffer by Eq. (8);

end
end

C = {ci}M
L+MU

i=1 ∈ YG for both labeled and unlabeled
instances. Then, we combine the extracted feature vectors
V and corresponding conceptional labels to construct a gen-
erated feature dataset DG = {(vi, ci)}M

L+MU

i=1 ∈ V ×YG.
|YG| denotes the number of estimated conceptions.
Conceptional Memory Initialization. In this paper, our
DCCL maintains a conception-level memory buffer that
provides dynamic conceptional representations for dual-
level contrastive learning, which is elaborated in Sec. 3.4.
Here, we introduce the initialization of the conceptional
memory buffer (CMB). We use the mean feature vector of
the instances that share the same conceptional label to form
a unique conceptional representation. Formally, the initial
conceptional representation set is defined as:

U = {µk}Kk=1, µk =
1

|DG
k |

∑
vi∈DG

k

vi, K = |YG|, (4)

where DG
k denotes the k-th conception subset, i.e., if vi ∈

DG
k , ci = k. During whole training process, the initializa-

tion of CMB is executed every τ I epochs on center-cropped
images. Thus, the number of conceptions K is dynamically
changing along with model training.

3.4. Dual-Level Contrastive Learning

In this section, we first explain the proposed conception-
level contrastive learning, then elaborate on the update of
the conceptional memory buffer, and finally introduce the
employed instance-level contrastive learning approach.
Conception-Level Contrastive Learning. Based on the
generated conceptional representations in Sec. 3.3, we



propose to perform conception-level contrastive learning.
Specifically, we first sample NC conception labels and a
fixed number N I of instances for each conception label, re-
sulting in a mini-batch BC with NC ×N I instances. Next,
each instance representation is compared to all the concep-
tional representations. We pull the instance representation
from its corresponding conceptional representation closer
and push the instance representation away from other con-
ceptional representations. Formally, we define the concep-
tional contrastive loss function as the following:

LC
i = − log

exp
(
vi · µci/τ

C
)∑K

k=1,k 6=ci
exp(vi · µk/τC)

, (5)

where τC is a temperature hyper-parameter to control the
strength of the conception-level contrastive learning. In ad-
dition, in order to explicitly encourage learned representa-
tions with a large inter-conception margin, we propose a
dispersion loss to further push the different conception rep-
resentations away from each other. The loss function for the
m-th and the n-th conceptions in BC is:

L(m,n) =
[
|| 1

|BCm|
∑

vi∈BC
m

vi||·||
1

|BCn |
∑

vj∈BC
n

vj ||−τM
]
+
,

(6)
where τM is a threshold to filter the conception pairs with
high uncertainty. We assume that two conception represen-
tations that are close tend to be highly entangled concep-
tions. Separating these conceptions has a high risk of over-
correct. We explore the impact of τM in Sec. 4.4. The
dispersion loss function over a mini-batch is defined as:

LD =
1

NC

NC∑
m=1

1

NC

NC∑
n=1

L(m,n). (7)

Conceptional Memory Update. Different from [12, 20]
that need to save all training instances, our CMB stores
only the conception representations, which significantly re-
duces storage cost. Furthermore, the instance-wise update
is easy to lead to an inconsistent update during each training
iteration. To mitigate this drawback, we first adopt the re-
sampling method as detailed in the previous section. Next,
we propose to update the conception representation by each
corresponding instance feature following a momentum up-
date mechanism. The process is formulated as:

µci
← ηµci

+ (1− η)vi, (8)

where η is the momentum updating factor.
Remark. DCCL updates the memory buffer and computes
the losses both at the conceptional level, which consistently
updates the conceptional representation to maintain the con-
ceptional consistency during the whole training process.

Instance-Level Contrastive Learning. Inspired by [35],
we combine supervised contrastive loss and self-supervised
contrastive loss as an instance contrastive loss (ICL), to
fine-tune the model. Formally, we assume xi and x̂i are
two views (random augmentations) of the same image in a
randomly-sampled mini-batch BI . Let h be a MLP pro-
jection head. The extracted representation vi is further
projected by h to high-dimensional embedding space for
instance-level contrastive learning. The loss function is:

LI
i = (λ− 1) log

exp (h (vi) · h (v̂i) /τ)∑
j∈BI ,j 6=i exp (h (vi) · h (vj) /τS)

−λ
|P(i)|

∑
p∈P(i)

log
exp

(
h
(
vL
i

)
· h
(
vL
p

)
/τ
)∑

j∈BL,j 6=i exp
(
h
(
vL
i

)
· h
(
vL
j

)
/τL

) ,
(9)

where BL donates the labeled subset within the mini-batch
BI and BI = BL ∪ BU . P(i) is the positive index set for
the anchor image i ∈ BL. λ is a trade-off factor to balance
the contributions of self-supervised and supervised learn-
ing. For a fair comparison, we follow [35] and set λ to 0.35.

3.5. Joint Optimization

During the whole training process, we alternately per-
form dynamic conception generalization and dual-level
contrastive representation learning, until the maximal train-
ing epoch. The pseudo-code of DCCL is elaborated in Al-
gorithm 1. The overall objective over on mini-batch B is
given by the weighted sum of each loss function:

Ltotal =
1

|B|
∑
i∈B
LI
i + α

1

|B|
∑
i∈B
LC
i + βLD, (10)

where α and β are the weights to adjust the strengths of two
loss functions. In all experiments, we use l2 normalized
feature vector ||v||2 for clustering evaluation.

4. Experiments
4.1. Experimental Setup

Data and Evaluation Metric. We evaluate DCCL
on three generic image classification datasets, namely
CIFAR-10 [17], CIFAR-100 [17] and ImageNet-100 [35].
ImageNet-100 denotes randomly sub-sampling 100 classes
from the ImageNet [7] dataset. The dataset statistics and
train-test splits are described in Tab. 1. We further evaluate
DCCL on three more challenging fine-grained image clas-
sification datasets: CUB-200 [36], Stanford Cars [16], and
Oxford-IIIT Pet [24]. The original training set of each fine-
grained dataset is separated into labeled and unlabeled parts.
We follow [35] sample a subset of half the classes as “Old”
categories. 50% of instances of each labeled class are drawn
to form the labeled set, and all the remaining data constitute
the unlabeled set. For evaluation, we measure the clustering



Table 1. Statistics of the datasets and the splits for GCD. The first three are generic datasets while the last three are fine-grained datasets.

Dataset CIFAR10 [17] CIFAR100 [17] ImageNet-100 [7] CUB-200 [36] SCars [16] Pet [24]

Labelled # Classes 5 80 50 100 98 19
# Images 12,500 20,000 31,860 1,498 2,000 942

Unlabelled # Classes 10 100 100 200 196 37
# Images 37,500 30,000 95,255 4496 6,144 2,738

Table 2. Results on generic image recognition datasets.

Method CIFAR10 CIFAR100 ImageNet-100

All Old New All Old New All Old New

k-means 83.6 85.7 82.5 52.0 52.2 50.8 72.7 75.5 71.3
RankStats+ 46.8 19.2 60.5 58.2 77.6 19.3 37.1 61.6 24.8
UNO+ 68.6 98.3 53.8 69.5 80.6 47.2 70.3 95.0 57.9
GCD 91.5 97.9 88.2 73.0 76.2 66.5 74.1 89.8 66.3
DCCL 96.3 96.5 96.9 75.3 76.8 70.2 80.5 90.5 76.2

accuracy by comparing the predicted label assignment with
the ground truth, following the protocol in [35].
Implementation Details. We adopt the ViT-B-16 pre-
trained by DINO [4] as our backbone network. The out-
put [CLS] token is used as the feature representation, which
is also used for conception-level contrastive learning. Fol-
lowing [35], we project the representations by a projection
head and use the projected embeddings for instance-level
contrastive learning. We set the dimension of projected em-
beddings to 65,536 following [4]. At training time, we feed
two views with random augmentations to the model. We
only fine-tune the last block of the vision transformer with
an initial learning rate of 0.01 and the head is trained with
an initial learning rate of 0.1. All methods are trained for
200 epochs with a cosine annealing schedule. The size of
the mini-batch is set to 128 with NC=8 and N I=16. For
a fair comparison, we follow [35] and set the temperatures
of two supervised contrastive losses τS , τL and τC to 0.07,
0.05 and 0.05, respectively. The τF is empirically set to 0.6
for the fine-grained datasets and 0.7 for the generic datasets.
Other hyper-parameters are discussed in Sec. 4.4. In test-
ing, we first use the class number estimation algorithm [35]
to predict the number of classes of the testing dataset, and
then use semi-supervised k-means for clustering evaluation.
In dynamic conception generation, we adopt faiss [15] to
accelerate the construction of relationship networks. Our
experiments are conducted on RTX 3090 GPUs.

4.2. Comparison with State-of-the-Art

To evaluate the performances of our DCCL, we con-
duct three group experiments by comparing our DCCL with
three strong GCD baselines, including RankStats [10] and
UNO [9] and the state-of-the-art GCD method [35].
Comparison on Generic Datasets. As shown in Tab. 2, our
DCCL is compared with other competitors on the generic
image recognition datasets. Overall, the results in Tab. 2
show our DCCL consistently outperforms all others by a
significant margin. Specifically, DCCL outperforms the

Table 3. Results on fine-grained datasets.

method CUB-200 Stanford-Cars Oxford-Pet

All Old New All Old New All Old New

k-means 34.3 38.9 32.1 12.8 10.6 13.8 77.1 70.1 80.7
RankStats+ 33.3 51.6 24.2 28.3 61.8 12.1 - - -
UNO+ 35.1 49.0 28.1 35.5 70.5 18.6 - - -
GCD 51.3 56.6 48.7 39.0 57.6 29.9 80.2 85.1 77.6
DCCL 63.5 60.8 64.9 43.1 55.7 36.2 88.1 88.2 88.0

GCD method [35] by 4.8% on CIFAR-10, 2.3% on CIFAR-
100, and 6.4% on ImageNet-100 for ‘All’ classes, and by
8.7% on CIFAR-10, 3.7% on CIFAR-100, and 9.9% on
ImageNet-100 for ‘Unseen’ classes. These results exper-
imentally demonstrate the generated dynamic conceptions
provide effective supervision to learn better representations
for unlabeled data. Moreover, UNO+ shows a strong ac-
curacy on “Old” classes, but its accuracy when testing on
“New” classes is relatively lower. This is because UNO+
trains the linear classifier on “Old” classes, thus resulting
in an inevitable bias. On the contrary, our DCCL gets a
relatively good balance on both the “Old” and “Unseen”
classes, without bias to the labeled data.
Comparison on Fine-Grained Datasets. In general,
the differences between different classes in fine-grained
datasets are subtle, which leads the fine-grained visual un-
derstanding to be more challenging for GCD. For verify-
ing the effects of DCCL on fine-grained tasks, we compare
our method with others on fine-grained image recognition
datasets. The results in Tab. 3 show that DCCL consistently
outperforms all other methods for “All” and “New” classes.
Specifically, on CUB-200 and Oxford-Pet, DCCL achieves
12.2% and 7.9% improvement over the state-of-the-art for
“All” classes. Especially for “New” classes, DCCL outper-
forms GCD by 16.2% on the CUB-200 dataset. These re-
sults demonstrate that our DCCL is efficient in capturing
the conceptional information shared across different fine-
grained classes, thereby generating precise and helpful su-
pervision for representation learning.
Visualization of Feature Distributions. To qualitatively
explore the clustered features on Pets dataset [24], we vi-
sualize the t-SNE embeddings projected from the features
extracted by pre-trained ViT [4], GCD [35], the DCCL
without the proposed dispersion loss and our full DCCL
method. As shown in Fig. 3, our features are more dis-
criminative than the features from the pre-trained ViT and
GCD. By comparing Fig. 3(c) and Fig. 3(d), the proposed
dispersion loss effectively pushes cluster centers away from
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Figure 3. Visualization of features distributions of the unlabeled set of the Pet [24] dataset. (a)-(d) are the results generated from DINO [4],
GCD [35], our DCCL without LD and full DCCL, in turn. (e) is a visualization of false samples that are easy to be incorrectly clustered.

Table 4. Effectiveness of each component of our DCCL. “MU”
and “CC” denote the proposed momentum update by Eq. (8) and
the conception consolidation proposed in Sec. 3.3, respectively.

Index Component CUB-200 [36] Pet [24]

LI LC LD MU CC All Old New All Old New

a) 3 51.3 56.6 48.7 80.2 85.1 77.6
b) 3 54.9 52.3 55.4 81.6 80.7 81.0
c) 3 3 57.7 54.0 58.1 83.5 81.1 80.3
d) 3 3 3 59.5 53.3 60.8 84.3 83.1 84.5
e) 3 3 3 3 60.1 59.4 60.7 85.8 86.8 84.6
f) 3 3 3 3 3 63.5 60.8 64.9 88.1 88.2 88.0

each other. A large inter-cluster margin not only improves
cluster boundaries for “Old” and “New” categories, but also
compacts intra-cluster distribution.
Summary. The experimental results show that our DCCL
achieves significant improvements on both generic and fine-
grained datasets. Especially for discovering “New” cate-
gories in challenging fine-grained tasks, our dynamic con-
ceptional contrastive learning succeeds in mining shared
conceptions, which is especially beneficial for the gener-
alized fine-grained new category discovery.

4.3. Effectiveness Evaluation

To verify the effectiveness of each component in our
DCCL, we conduct five experiments on both CUB-200 [36]
and Pet [24] datasets, as shown in Tab. 4. Note that the con-
figuration of the experiment a) is the same with GCD [35],
which is the baseline method in our experiments.
Effectiveness of Conceptional contrastive Learning.
Based on the results of the experiment a) and b), we find
that using only the conceptional contrastive learning can
achieves competitive performance, compared to baseline
method with only instance-level contrastive learning.
Effectiveness of Conception-Level Momentum Updat-
ing. Comparing the experiment b) and c), we can find
that consistent update of conceptional representations by
the proposed momentum update can bring considerable im-
provements on both new and old classes. This implies that
due to periodically generating conceptional representations,
the conceptional labels are kept fixed within one training
period, which leads to a severe sub-optimal problem, dur-
ing conceptional contrastive learning. Thus, the proposed
momentum update mitigates the problem to some extent.
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Figure 4. Impact of hyper-parameters. The clustering accuracy on
“All” categories is reported.

Effectiveness of Dispersion Loss. The experiment d)
in Tab. 4 shows that by adding the proposed dispersion loss,
the model’s performances on new classes acquire further
improvements by 2.7% on “New” classes for the CUB-200
dataset. The improvements can be observed in Fig. 3(d).
Effectiveness of Conception Consolidation. Without the
proposed conception consolidation that considers labeled
information to impose semi-supervised constraints, our
DCCL suffers from a performance balance between the new
and the old classes, as shown in Tab. 4 b), c) and d). In the
experiment e) and f), our full method shows superior per-
formance on all evaluation metrics, which experimentally
demonstrates that our conception consolidation plays an es-
sential role in rectifying the estimated latent conception re-
lations between seen and unseen classes.

4.4. Hyper-Parameter Analyses

In this section, we discuss the impact of the hyper-
parameters in our DCCL, including loss weights (α and β),
the threshold parameter of dispersion loss (τM ), momentum
updating factor (η), and the frequency of DCG (τ I ).
Impact of loss weights and threshold parameters. For
the evaluation of loss weights, we use the hold-off valida-
tion data to determine their values. Specifically, we first se-
lect the optimal α to achieve the best accuracy on the “All”
score, then we find the optimal β based on the selected α.
The impact of different values is shown in Fig. 4 (a)-(c).
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Figure 5. (a) visualizes the dynamics of DCG, which implies that
our DCG adaptively estimates conceptional representation for dif-
ferent training stages. (b) illustrates the trend of performances
on the CIFAR100 dataset, with varying the number of unlabeled
classes. (c) is the comparison between the real number of classes
in datasets and the estimated number of conceptions.

Similarly, we choose the best τM with the selected α and
β. Finally, our final model is obtained by using α = 0.3, β
= 0.1 and τM = 0.3.
Impact of Update Rates. The impact of updating factor of
CMB is illustrated in in Fig. 4 (d). The more smooth run-
ning average can obtain better performance. Considering
the balance between computational consumption and per-
formance, we thus set τ I = 5 and η = 0.9 in all experiments.

4.5. Further Investigation of DCG

To explore our dynamic conception generation (DCG),
we conduct two group experiments and the experimental
results are shown in Fig. 5 and Tab. 5. From the Fig. 5 (a)
we find that in the initial training stage, our DCG tends to
generate fewer conceptions than at the convergence stage.
This is because in the beginning, the model could not un-
derstand fine-grained classes well. Thus, DCG generates
coarse-grained supervision like super-class, which has a low
risk to over-correct. Later, with the growth of feature dis-
criminability, DCG builds elaborate conceptional relation-
ships to further refine the learned representations.

From the Fig. 5 (c), we find that the number of concep-
tions estimated by DCCL is close to the ground truth of the
number of classes in the corresponding dataset. However,
it is worth noting that the conception representations in this
paper are not equivalent to the cluster centers. The DCG
aims to adaptively generate proper conceptional represen-
tations that are beneficial for contrastive learning, instead
of predicting the real number of classes within a dataset.
Furthermore, we try to directly replace our DGC with semi-

Table 5. Comparison of different clustering methods for DCG.

Clustering Method CUB-200 [36]

All Old New

k-means [21] 54.1 53.4 53.3
SSK [35] 55.9 55.1 54.2
FINCH [29] 55.8 56.1 55.4
DBSCAN [8] 60.5 54.7 59.8
InfoMap [27] 61.4 55.2 62.7
DCG (Ours) 63.5 60.8 64.9

supervised k-means [35] (SSK) with the prior of known k.
From the results in Tab. 5, SSK fails to generate effective
latent conceptions, even leading to worse clustering.
Discussion. Based on the comparison in Fig. 5 (b), we
notice that when training on generic datasets, our DCG
tends to generate more conceptions than the actual num-
ber of dataset classes, while generating fewer conceptions
on fine-grained datasets. A possible explanation is that due
to large inter-class differences in generic datasets, learn-
ing more sub-classes conceptions enables models to gain
discriminability. Similarly, since fine-grained classes share
more common attributes or conceptions, such super-class
information can significantly benefit fine-grained GCD.

4.6. Evaluation with Different Split Protocols

To explore the effects of DCCL under strict annotation
limitation, we propose to test models on varying splits of
CIFAR100 [17]. We visualize the accuracy of “All” classes
in Fig. 5 (b), which indicates that our DCCL has stronger
robustness when only a few labeled classes are available.
Meanwhile, with the growth of the number of unlabeled
classes, GCD expresses a severe performance degradation.

5. Conclusion
In this paper, we propose to cope with the generalized

category discovery (GCD) from the perspective of mining
underlying relationships between known and unknown cat-
egories. To implement this idea, we propose a dynamic con-
ceptional contrastive learning framework to alternately ex-
plore latent conceptional relationships and perform concep-
tional contrastive learning. This mechanism enables mod-
els to learn more discriminable representations. Further-
more, to mitigate the inconsistency of updating conception
representations during the training process, we propose a
conception-level momentum update to facilitate the model
toward better optimization. Extensive experimental results
show that our DCCL achieves a new state-of-the-art perfor-
mance on GCD tasks.
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