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Abstract

Video-based 3D human pose and shape estimations are
evaluated by intra-frame accuracy and inter-frame smooth-
ness. Although these two metrics are responsible for dif-
ferent ranges of temporal consistency, existing state-of-
the-art methods treat them as a unified problem and use
monotonous modeling structures (e.g., RNN or attention-
based block) to design their networks. However, using
a single kind of modeling structure is difficult to balance
the learning of short-term and long-term temporal corre-
lations, and may bias the network to one of them, lead-
ing to undesirable predictions like global location shift,
temporal inconsistency, and insufficient local details. To
solve these problems, we propose to structurally decou-
ple the modeling of long-term and short-term correlations
in an end-to-end framework, Global-to-Local Transformer
(GLoT). First, a global transformer is introduced with a
Masked Pose and Shape Estimation strategy for long-term
modeling. The strategy stimulates the global transformer
to learn more inter-frame correlations by randomly mask-
ing the features of several frames. Second, a local trans-
former is responsible for exploiting local details on the hu-
man mesh and interacting with the global transformer by
leveraging cross-attention. Moreover, a Hierarchical Spa-
tial Correlation Regressor is further introduced to refine
intra-frame estimations by decoupled global-local repre-
sentation and implicit kinematic constraints. Our GLoT
surpasses previous state-of-the-art methods with the low-
est model parameters on popular benchmarks, i.e., 3DPW,
MPI-INF-3DHP, and Human3.6M. Codes are available at
https://github.com/sx1142/GLoT.

1. Introduction

Automatically recovering a sequence of human meshes
from a monocular video plays a pivotal role in various appli-
cations, e.g., AR/VR, robotics, and computer graphics. This
technology can potentially reduce the need for motion cap-
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Figure 1. Our motivation(.C ) %{l{e gshelp of global-local coop-
erative modeling, our results avoid the global location shift and
complement local details on intra-frame human meshes.

ture devices and manual 3D annotations, providing human
motion templates for downstream tasks, e.g., the anima-
tion of 3D avatars. By utilizing parametric human models
(i.e., SMPL [27]) with well-defined artificial joint and shape
structures, the popular procedure for video-based human
mesh recovery involves indirectly regressing the SMPL pa-
rameters. However, effectively integrating deep neural net-
works with parametric artificial models to leverage multi-
knowledge representations [45] for better estimation accu-
racy still remains an open problem.

In video-based human mesh recovery, temporal under-
standing poses a crucial challenge that necessitates main-
taining both intra-frame accuracy and inter-frame smooth-
ness. Previous methods [5, 17, 44] mainly design deep
networks to model long-term and short-term correlations
simultaneously. For instance, VIBE [17] utilizes Recur-
rent Neural Network (RNN) [4] to model correlations.
TCMR [5] and MPS-Net [44] consist of a temporal en-
coder and a temporal integration. The temporal encoder in-
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Figure 2. Model parameters vs. Performance.

cludes two types, RNN-based or attention-based methods,
while the temporal integration employs attentive methods,
i.e., one-step or multi-step integration, to aggregate the rep-
resentation extracted by the temporal encoder.

Even though these methods improve intra-frame accu-
racy or inter-frame smoothness to some extent, designing a
coupled model to handle different ranges of temporal con-
sistency, i.e., long-term and short-term [46,47], is ineffec-
tive and inefficient for this task, as shown in Figure 2. We
empirically find that the single type of modeling structures
leads to undesirable predictions as shown in Figure 1. For
instance, RNN-based TCMR [5] suffers from a global lo-
cation shift. Attention-based MPS-Net [44] captures the
proper location of human meshes in the video sequence, but
the mesh shape does not fit with the human in the images.
We consider that the coupled modeling of long-term and
short-term dependencies may not balance these two sides.
It leads the RNN-based method to fall into the local de-
pendency and does not capture the global location of the
human mesh in the video. In contrast, the attention-based
method tends to capture the long-term dependency and does
not capture sufficient local details. Moreover, regressing the
SMPL parameters from a coupled representation also con-
fuses the model, e.g., fine-grained intra-frame human mesh
structure requires more short-term local details.

To solve the above problems, we propose to use informa-
tion from both deep networks [40] and human prior struc-
tures [27,42] in a joint manner. The proposed method,
namely global-to-Local Transformer (GLoT), decouples the
short-term and long-term temporal modeling. The frame-
work is composed of Global Motion Modeling and Local
Parameter Correction. In global modeling, we introduce a
global transformer with a Masked Pose and Shape Estima-
tion (MPSE) strategy for capturing the long-range global
dependency (e.g., proper global location, motion continu-
ity). Specifically, the strategy randomly masks the features
of several frames, and then the model predicts the SMPL
parameters for the masked frames, which further helps the
global transformer mine the coherent consistency of hu-

man motion and guides it to seize the inter-frame correla-
tion from a global view. Under the local view, we intro-
duce a local transformer and a Hierarchical Spatial Cor-
relation Regressor (HSCR) for exploiting the short-term
inter-frame detail and learning the intra-frame human mesh
structure. To achieve this, we introduce nearby frames
of the mid-frame and process them through the local en-
coder, which utilizes the mid-frame as a query to match the
global transformer encoder’s memory, generating a disen-
tangled global-local representation of the mid-frame. Fi-
nally, HSCR employs human kinematic structures to con-
strain the refinement of decoupled global-local representa-
tion and improve global estimation.

With the help of global-local cooperative modeling, our
model obtains the best intra-frame accuracy and inter-frame
smoothness. For example, compared with the previous
state-of-the-art method [44], our model significantly re-
duces the PA-MPJPE, MPJPE, and MPVPE by 1.5 mm, 3.6
mm, and 3.4 mm, respectively, on the widely used dataset
3DPW [41], while preserving the lowest Accel metric rep-
resenting the inter-frame smoothness. Moreover, our model
remarkably decreases the model parameters, as shown in
Figure 2. Our contributions can be summarized as follows:

* To our best knowledge, we make the first attempt to de-
couple the modeling of long-term and short-term cor-
relations in video-based 3D human pose and shape es-
timation. The proposed Global-to-Local Transformer
(GLoT) merges the knowledge from deep networks
and human prior structures, improving our method’s
accuracy and efficiency.

* In GLoT, we carefully design two components, i.e.,
Global Motion Modeling and Local Parameter Correc-
tion, for learning inter-frame global-local contexts and
intra-frame human mesh structure, respectively.

* We conduct extensive experiments on three widely-
used datasets. Our results show that GLoT outper-
forms the previous state-of-the-art method [44], while
achieving the lowest model parameters.

2. Related work

2.1. Image-based human pose and shape estimation

There are two lines of methods in the image-based hu-
man pose and shape estimation. The first one is the SMPL-
based regression method. Kanazawa et al. [13] design
an end-to-end framework named Human Mesh Recovery
(HMR) for predicting the shape and 3D joint angles of the
SMPL model while introducing adversarial training. Some
methods [9, 18, 35, 37, 50] integrate prior knowledge, i.e.,
2D joint heatmaps and silhouette, semantic body part seg-
mentation, multi-scale contexts, and kinematic prior, with
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Figure 3. An overview of our GLoT. GLoT includes two branches, i.e., Global Motion Modeling (GMM) and Local Parameter Correc-
tion (LPC). We first extract static features from pretrained ResNet-50 [11], following [5, 17,44]. Then the static features S are separately
processed by random masking and nearby frame selection for feeding them (S?, $°) into global and local transformers. Last, Hierarchical
Spatial Correlation Regressor (HSCR) corrects the global results @', obtained by GMM with the decoupled global-local representation

fq1 and the inside kinematic structure. Note that our method utilizes T frames to predict the mid-frame, following [5,44].

a CNN model for estimating SMPL parameters. More-
over, 3D pose estimation [31, 36] is highly related to this
task. For example, Li et al. [21] incorporate a 3D pose es-
timation branch to use inverse kinematics. Kolotouros et
al. [19] unify two paradigms, i.e., optimization-based and
regression-based methods, into a general framework. The
other line [20, 24, 34] is to directly regress human mesh
without a parametric model (SMPL). Even though these
image-based methods achieve good results, they suffer from
unstable human motion when applied to video sequences.

2.2. Video-based human pose and shape estimation

Video-based human pose and shape estimation mainly
consists of SMPL-based regression methods. Kanazawa et
al. [14] propose HMMR that learns a dynamics representa-
tion of humans from videos and allows the model to predict
future frames. Kocabas et al. [17] introduce a motion prior
provided by a large-scale Mocap dataset [30] to guide the
model in learning a kinematically reasonable human motion
structure via adversarial training. Although the motion prior
helps the model to capture the human kinematic structure,
it still suffers from temporally inconsistent. Hence, a se-
ries of methods emerged to solve this problem. MEVA [29]
utilizes VAE [16] to encode the motion sequence and gen-
erate coarse human mesh sequences. The corresponding
human meshes are then further refined via a residual con-
nection. TCMR [5] and MPS-Net [44] can be unified into

a general framework, i.e. temporal encoder, and temporal
integration. TCMR utilizes GRU [4] to encode video rep-
resentation of three different input lengths and then inte-
grates three frames, i.e., mid-frame, front and rear frames of
mid-frame, with an attentive module. MPS-Net replaces the
GRU with a Non-local based [43] motion continuity atten-
tion (MoCA) module, which helps to learn non-local con-
text relations. Moreover, instead of the one-step attentive
aggregation of three frames in TCMR, MPS-Net utilizes
a hierarchical attentive feature integration (HAFI) module
for multi-step adjacent frames integration. Although these
methods improve the per-frame accuracy or temporal con-
sistency in some way, a coupled temporal modeling struc-
ture leads to some problems, e.g., global location shift, mo-
tion inconsistency, and intra-frame inaccuracy.

2.3. Vision Transformers

The Transformer [40] is first introduced in natural lan-
guage processing (NLP). Transformer-based structures are
effective for capturing long-range dependency and are suit-
able for learning global context due to the natural prop-
erty of the self-attention mechanism. Inspired by the suc-
cess of Transformer in NLP, Alexey et al. [7] first propose
ViT and successfully obtain good results in image clas-
sification compared to convolutional architectures. Sub-
sequently, many works [8, 25, 49, 52] have emerged to
improve computing efficiency and enhance representation



ability. Moreover, recent studies [22, 23, 46, 48, 53] have
notably employed transformers to accomplish dense video
tasks [32, 33]. Except for the design of the structure, some
strategies for pretraining transformers, e.g., masked Lan-
guage modeling (MLM) [6] in NLP, masked image mod-
eling MIM) [2, 10] in CV, enhance the representation of
transformers.

3. Method
3.1. Overview

Figure 3 shows an overview of our Global-to-Local
Transformer (GLoT), which includes two branches, namely
Global Motion Modeling (GMM) and Local Parameter Cor-
rection (LPC). Given an RGB video I with T frames, I =
{I;}]_,, we first utilize a pretrained ResNet-50 [11, 19]
to extract static features S = {s;}71_,s; € R?%48. Note
the static features are saved on disk as we do not train the
ResNet-50. We then feed these static features into GMM
and LPC to obtain the final human mesh. Next, we elabo-
rate on each branch of this framework as follows.

3.2. Global Motion Modeling

The Global Motion Modeling involves three compo-
nents, i.e. a global transformer, a Masked Pose and Shape
Estimation strategy, and an iterative regressor proposed by
HMR [13]. For convenience in describing the overall pro-
cess, we refer to the static features as static tokens.

Global Transformer. Recently, transformers have shown
a powerful ability to model long-range global dependency
owing to the self-attention mechanism. It is suitable for this
task to capture long-term dependency and learn temporal
consistency in human motion.

Masked Pose and Shape Estimation. Moreover, inspired
by MIM [2, 10], we propose a simple yet effective strategy
named Masked Pose and Shape Estimation, which helps the
global transformer further mine the inter-frame correlation
on human motion. Specifically, we randomly mask several
static tokens and predict only the SMPL parameters of the
masked locations by leveraging the learned correlation with
other unmasked tokens during training.

Human Prior Padding. To reduce computation costs,
the global transformer does not encode the masked tokens.
Therefore, we need to pad tokens onto the masked loca-
tion during the decoding phase. We propose to use the
SMPL mean template as padding for the masked tokens.
The SMPL template represents the mean of the SMPL pa-
rameter distribution and thus has the smallest average dif-
ference to a random pose sampled from the distribution.
Considering Transformers are built on a stack of residual
connections, the learning will be easier from an input ini-
tialization which has a smaller residual difference from the
output prediction. To handle the SMPL mean template, we

utilize an MLP for dimension transformation and refer to it
as an SMPL token.

Iterative Regressor. The iterative regressor, first proposed
by HMR [13], has been shown to provide good estimations
in some recent works [5, 17,44]. It iteratively regresses the
residual parameters of the previous step, starting from the
mean SMPL parameters. Although the regressor may over-
look some local details, e.g., human kinematic structure, it
is well-suited to provide an initial global estimation under
the global-to-local framework.

The complete process of GMM can be described as fol-
lows, we first randomly mask some static tokens along the
temporal dimension, St e R1-)T*2048 ( i5 3 mask ra-
tio. Then we apply the global encoder to these unmasked
tokens. During the global decoder phase, following [10],
we pad the SMPL tokens onto the masked location and
send the whole sequence into the global decoder to obtain
a long-term representation. Finally, we apply the iterative
regressor to the long-term representation to achieve global
initial mesh sequences. We formulate the SMPL parame-
ters obtained by GMM as follows, ©! = {#', 5!, ¢'}, 6! €
RTX(24X6),ﬁl c RTXlO, gZSl c RT*3 @ and 6 are the
pose and shape parameters that control the joint rotation and
mesh shapes by the parametric model SMPL [27]. Due to
insufficient 3d data annotation, ¢ represents a set of pseudo
camera parameters predicted by the model, which project
the 3d coordinates onto the 2d space for weakly supervising
the model by abundant 2d annotated data.

3.3. Local Parameter Correction

Local Parameter Correction consists of two components,
i.e. a local transformer and a Hierarchical Spatial Correla-
tion Regressor.

Local Transformer. As it is well known, the motion of a
human body in a mid-frame is significantly influenced by
its nearby frames. To capture the short-term local details in
these frames more effectively, we introduce a local trans-
former. Specifically, we select the nearby frames for short-

term modeling, S° = {st}izw_w,st € R84 is the
length of nearby frames. We utilize the local encoder on
these selected tokens. The local decoder is different from
the global transformer, which decodes the features repre-
senting not only global-wise human motion consistency but
also local-wise fine-grained human mesh structure through
a cross-attention mechanism. The cross-attention function
can be defined as follow,

id 7T
QYK

CmssAtten(Q;"id, K;, Vi) = Softmazx( Wi,

6]
where Q7" is a query of the mid-token, K; and V; are key
and value of the global encoder.

Hierarchical Spatial Correlation Regressor. Previous
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Figure 4. Human kinematic structure and an example of regressing
and correcting one joint location.

methods [5, 17,44] utilize the regressor from the pioneering
work HMR [13] to estimate the SMPL parameters. How-
ever, this approach overlooks the inherent human joint cor-
relation, i.e., kinematic structure. Although the iterative re-
gressor can produce a good estimation of SMPL parame-
ters, it still requires local details to create a kinematically
reasonable and rendered accurate human mesh.

Hence, inspired by [42], we propose a Hierarchical Spa-
tial Correlation Regressor. Considering that directly re-
gressing 6 according to the kinematic structure may cause
the model to fall into sub-optimal solutions due to a local
view. Therefore, we add initial global prediction and de-
coupled global-local representation to this regressor, which
allows the model to focus on adjusting the initial global es-
timation from a global-to-local perspective. Specifically,
modeling the local intra-frame human mesh structure need
to learn the joint correlation inside the kinematic structure.
As shown in Figure 4, the kinematic structure can be de-
scribed as the current joint rotation matrix being constrained
by its ancestral joints. For example, when estimating the
child joint (10), we need to compute the parent joints (0, 1,
4, 7) step-by-step. The total process of regressing parame-
ters can be formulated as follows,

0 = Concat({@‘?j}l»e"(aj))

07 = Mo (for, 0,06}

0" =0"+06°, 2
B =B+ Ms(fq, ),

¢" = o' + My(fa,4"),

where My:, Mg and M, are Multilayer Perceptron (MLP),
len(aj) is the number of the ancestral joints of the current
joint 4, fg is a decoupled global-local representation. Note

0 is composed of 6D rotation representations of 24 joints.
0 =1{0;}2*,,0; € RS.

3.4. Loss function

In GMM, we apply L5 loss to the SMPL parameters ©'
and 3D/2D joints location, following the previous method
[5,17,44]. Note that we only compute the loss of masked lo-
cation. Moreover, we empirically discover that constraints
on the velocity of the predicted 3D/2D joint location can
help the model learn motion consistency and capture the
long-range dependency better when applying the Masked
Pose and Shape Estimation strategy to the global trans-
former. The velocity loss can be defined as follows,

Loyer2d = Z mal| (s — Gt5a) — (gt55" — gtba)ll
Loersd = Z mel|(Gt5" — tsa) — (gt55" — gt5a)ll2
3)

where jt is a predicted 2d/3d joint location, gt is the ground
truth of the 2d/3d joint location. M = {m;}’ ', M
RT-1 is a mask vector. m; is 1 when masking the ¢ locatlon,
otherwise, m; is 0. In LPC, we apply the same loss as the
GMM, except that we only constrain the mid-frame.

4. Implementation details

Following previous methods [5, 17,44], we set the input
length T" to 16. and use the same data processing proce-
dure as TCMR [5]. We set the mini-batch N to 64 and
initialize the learning rate to le-4. Moreover, we apply the
Cosine Annealing [28] scheduler and linear warm-up to the
Adam [15] optimizer. Our model is trained on one Nvidia
Tesla V100 GPU. Since our model predicts the mid-frame
of the input sequence, the predicted frame may fall outside
the clip boundary. To handle this issue, we use nearest-
padding, which duplicates the nearest boundary frame to
pad the missing part. For example, when estimating frame
0, we duplicate frame O for 7 times. More details are pro-
vided in the supplementary material.

5. Experiments

We begin by introducing the evaluation metrics and
datasets. Next, we report the evaluation results of our model
and compare them with previous state-of-the-art methods.
Finally, we provide ablation studies and qualitative results
to further support our findings.

Evaluation Metrics. Following previous methods [5, 14,

, 44], we report several intra-frame metrics, including
Mean Per Joint Position Error (MPJPE), Procrustes-aligned
MPJPE (PA-MPJPE), and Mean Per Vertex Position Er-
ror (MPVPE). Additionally, we provide a result for accel-
eration error (Accel) to verify inter-frame smoothness.
Datasets. The training datasets include 3DPW [41], Hu-
man3.6M [13], MPI-INF-3DHP [31], InstaVariety [l4],



Method 3DPW MPI-INE-3DHP Human3.6M number of
PA-MPIJPE | MPJPE | MPVPE | Accel ||PA-MPJPE | MPJPE | Accel ||PA-MPJPE | MPJPE | Accel | |input frames
VIBE [17] 57.6 91.9 - 254 68.9 1039 273 53.3 78.0 27.3 16
MEVA [29] 54.7 86.9 - 11.6 65.4 96.4 11.1 532 76.0 15.3 90
TCMR [5] 52.7 86.5 102.9 7.1 63.5 97.3 8.5 52.0 73.6 39 16
MPS-Net [44] 52.1 84.3 99.7 7.4 62.8 96.7 9.6 474 69.4 3.6 16
GLoT(Ours) 50.6 80.7 96.3 6.6 61.5 93.9 7.9 46.3 67.0 3.6 16

Table 1. Evaluation of state-of-the-art video-based methods on 3DPW [
use 3DPW training set in training phase, but do not utilize Human3.6M SMPL parameters from Mosh [

follows the protocol of each paper.

Method ‘ SDPW
‘PA-MPJPE | MPJPE | MPVPE | Accel |

%HMR[ ] 76.7 130.0 - 374
S GraphCMR [20] 70.2 - - -
'S SPIN [19] 59.2 96.9 116.4 29.8
ED 12L.-MeshNet [34] 57.7 93.2 110.1 30.9
'@ PyMAF [50] 58.9 92.8 110.1 -

HMMR [14] 72.6 116.5 139.3 152
o VIBE [17] 56.5 93.5 113.4 27.1
§ TCMR [5] 55.8 95.0 111.5 7.0
” MPS-Net [44] 54.0 91.6 109.6 7.5

GLoT(Ours) 53.5 89.9 107.8 6.7

Table 2. Evaluation of state-of-the-art methods on 3DPW [
methods do not use 3DPW [41] on training.

1. All

Module | PA-MPIPE| | MPJPE| | MPVPE] | Accel|
GMM 52.6 84.1 101.0 6.9
GMM + LPC 50.6 80.7 96.3 6.6

Table 3. Ablation studies of Global Motion Modeling (GMM) and
Local Parameter Correction (LPC).

Penn Action [51], and PoseTrack [ 1], following [5]. We use
3DPW, Human3.6M, and MPI-INF-3DHP for evaluation.
More details are provided in the supplementary material.

5.1. Comparison with state-of-the-art methods

Video-based methods. As shown in Table 1, our GLoT
surpasses existing methods on 3DPW, MPI-INF-3DHP,
and Human3.6M, for both intra-frame metrics (PA-MPJPE,
MPIPE, MPVPE) and inter-frame metric (Accel). This
indicates that our proposed Global-to-Local Modeling
method is effective for modeling the long-range depen-
dency (e.g., the proper global location, coherent motion
continuity) and learning the local details (e.g., intra-frame
human mesh structure). For example, GLoT reduces PA-
MPIJPE by 1.5 mm , MPIJPE by 3.6 mm, MPVPE by
3.4 mm, and Accel by 0.8 mm/s* compared with MPS-
Net [44] on 3DPW. Next, we analyze the existing problems
of the previous method. First, VIBE [17], TCMR [5], and
MPS-Net [44] all design a single type of modeling structure

], MPI-INF-3DHP [44], and Human3.6M [12]. All methods

]. The number of input frames

to simultaneously model long-term and short-term, leading
to undesirable results like global location shift and insuf-
ficient local details shown in Figure 1. Second, MEVA
follows a coarse-to-fine schema to model human motion,
which requires too many frames as input and is ineffective
for short videos.

Single image-based and video-based methods. We com-
pare our GLoT with the previous single image-based
and video-based methods on the challenging in-the-wild
3DPW [41]. Note that all methods do not utilize the 3DPW
in the training phase. As shown in Table 2, our GLoT
outperforms existing single image-based and video-based
methods on all metrics, which validates the effectiveness of
our method. For example, our model surpasses the video-
based MPS-Net on PA-MPJPE, MPJPE, MPVPE, and Ac-
cel by 0.5 mm, 1.7 mm, 1.8 mm and 0.8 mm/s?, re-
spectively. In summary, our model achieves a smooth
mesh sequence and accurate human meshes compared with
previous methods. The results confirm that our proposed
GLoT is effective for modeling long-range dependencies
and learning local details, leading to better performance on
the challenging 3DPW dataset.

5.2. Ablation studies

To validate the effectiveness of our GLoT, we conduct a
series of experiments on 3DPW [41] with the same setting
as Table 1. Initially, we verify two branches proposed in
GLoT, i.e., the Global Motion Modeling and Local Param-
eter Correction. Subsequently, we delve into the Masked
Pose and Shape Estimation strategy, in addition to analyz-
ing the types of mask tokens employed in the Global Motion
Modeling phase. Lastly, we validate the influence of vary-
ing lengths of nearby frames and the effectiveness of the
Hierarchical Spatial Correlation Regressor.

Global Motion Modeling (GMM) and Local Parame-
ter Correction (LPC). We first study the GMM branch as
shown in Table 3. Our results indicate that the GMM branch
alone achieves competitive results, reducing the MPJPE by
0.2 mm and Accel by 0.5 mm compared to MPS-Net [44].
Furthermore, our method outperforms TCMR [5] in all met-
rics. Overall, our model shows the powerful learning long-



Mask ratio (%) ‘ PA-MPJPE| MPJPE| MPVPE| Accell Length | PA-MPJPE| MPJPE| MPVPE| Accel|

0 51.7 82.3 98 7.3 2 51.9 83 98.7 6.7
12.5 51.3 82 97.4 7.1 3 51.2 84.2 100.0 6.7

25 51.0 82.1 97.5 7.0 4 50.6 80.7 96.3 6.6
37.5 51.0 81.4 97.2 6.8 5 51.3 81.7 97.2 6.7

50 50.6 80.7 96.3 6.6 6 51.7 82.4 98.4 6.6
62.5 50.8 81.7 97.7 6.6

75 514 82.9 99.1 6.8 Table 7. Ablation studies of different lengths of nearby frames.
87.5 52.8 86.6 104.1 6.5 The length of 2 means the total frames feeding to the local trans-

Table 4. Ablation studies of different mask ratios.

Types of mask token | PA-MPJPE| |[MPJPE||MPVPE/ | Accel|

SMPL Token 50.6 80.7 96.3 6.6
Learnable Token 51.5 82.5 98.5 6.9

Table 5. Ablation studies of types of mask tokens.

Module | PA-MPIPE| | MPJPE| | MPVPE| | Accell
Residual ‘ 51.5 ‘ 81.7 ‘ 97.2 ‘ 6.7

HSCR 50.6 80.7 96.3 6.6

Table 6. Ablation studies of Hierarchical Spatial Correlation Re-
gressor (HSCR).

dependency ability of the global transformer and its poten-
tial to improve intra-frame accuracy. Next, we combine the
LPC branch into this framework, which surpasses all meth-
ods with a larger margin in terms of both intra-frame accu-
racy and inter-frame smoothness. It shows that our global-
to-local cooperative modeling helps the model to learn co-
herent motion consistency and inherent human structure.
Masked Pose and Shape Estimation Strategy. We ran-
domly mask several static features during training. When
testing, we do not mask any features. Table 4 shows the in-
fluence of different mask ratios. We find that (1) From the
perspective of the Accel metric, applying the masked strat-
egy helps the model to capture the long-range dependency.
The Accel metric generally shows a reducing tendency
when we gradually increase the mask ratio. The 87.5%
mask ratio obtains the best Accel performance, which is in
line with the intuitive understanding that the model tends to
learn overly smooth meshes when applying a higher mask
ratio. (2) In intra-frame metrics, the mined long-term de-
pendency also provides global contexts for the next local
modeling phase. When selecting a 50% mask ratio, our
model achieves the best performance. A mask ratio be-
tween 37.5 % to 62.5 % is appropriate for improving the
model performance.

Different types of the mask token. As shown in Table 5,
we draw several conclusions from the experiments with dif-
ferent mask tokens. (1) Simply applying a learnable to-
ken to masked locations obtains better performance than the
previous state-of-the-art method, MPS-Net. (2) When em-

former will be 2 4+ 2 4+ 1 = 5, including the mid-frame.

(b) Our results via LPC.

(a) Our results of GMM.

Figure 5. Qualitative results of Hierarchical Spatial Correlation
Regressor (HSCR). (a) The wrist rotation is unreasonable. (b)
HSCR corrects the wrist rotation. It shows that our model learns
implicit kinematic constraints.
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Figure 6. Attention visualizations. (a),(b). The results without
using the masking strategy. (c), (d). The results of the masking
strategy.

ploying the SMPL token processed from the SMPL mean
template, our model obtains the best result. (3) We consider
that applying the SMPL token complements a human mesh
prior, helping the model to learn human inherent structure.

Hierarchical Spatial Correlation Regressor. Table 6
shows the evaluation results of our HSCR. Residual means
that we do not utilize the implicit kinematic constraints in
Sec. 3.3 and use the residual connection to replace them.
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Figure 7. Qualitative comparison with previous state-of-the-art
methods [5,44].

We find that HSCR significantly reduces the PA-MPJPE,
MPIJPE, and MPVPE by 0.9 mm, 1.0 mm, and 0.9 mm,
respectively, when compared with the residual connection.
Moreover, our model achieves better results compared with
other previous video-based methods when merely using
the residual connection. This indicates that our Global-to-
Local framework substantially improves the performance of
video-based 3D human mesh recovery.

The different lengths of nearby frames. As shown in
Table 7, we observe the following: (1) when setting the
nearby length to four, our model achieves the best perfor-
mance on all metrics. (2) the length of four means the input
frames of the local transformer are nine, nearly half of the
input frames of the global transformer. We consider that
setting it to half of the input frames of the global trans-
former is a good solution. (3) Although other lengths result
in worse performance than four frames, they are still com-
petitive with other methods [5, 17,44]. For example, when
the length is set to two, our method surpasses the previous
state-of-the-art MPS-Net with 0.2 mm PA-MPIJPE, 1.3 mm
MPIJPE, 1.0 mm MPVPE, 0.7 mm/s? Accel.

5.3. Qualitative evaluation

Hierarchical Spatial Correlation Regressor (HSCR). In
Figure 5, we study the proposed HSCR from a visualization
perspective. It shows that the kinematic failure in global
estimation is corrected by HSCR, which validates the effec-
tiveness of our method.

Masked Pose and Shape Estimation strategy. In Fig-
ure 6, we provide attention visualizations of the global
transformer and make several observations. (1) Compared
between (a) and (c), the encoder with masking strategy at-
tends to more nearby frames and is more centralized, in-
dicating that it is not limited by the several nearby frames
like (a). (2) The masking strategy in the decoder pushes the
model to focus on further frames, while the non-masked de-
coder is more distributed. (3) The encoder and decoder in

Alternate
Viewpoint

Alternate
Viewpoint

Figure 8. Qualitative results of GLoT on challenging internet
videos.

(c) and (d) show a cooperative relationship. This achieves
decoupled long-term and short-term modeling. The encoder
captures the nearby frame correlations while the decoder at-
tends to the further frame correlations.

Comparison with previous methods. In Figure 7, we com-
pare our method to previous approaches [5, 44], and pro-
vide sequences of an alternate viewpoint. We observe that
TCMR suffers global location shift and provides inaccurate
meshes while MPS-Net captures the actual location, but the
local details are insufficient.

Qualitative results on internet videos. In Figure 8, we val-
idate our method on challenging internet videos and provide
rendered meshes of an alternate viewpoint, demonstrating
that our method successfully captures human motion from
different perspectives. More qualitative results are provided
in the supplementary material.

6. Conclusion

We propose a Global-to-Local Modeling (GloT) method
for video-based 3d human pose and shape estimation, which
captures the long-range global dependency and local details
(e.g., global location, motion consistency, and intra-frame
human meshes) by combining deep networks and human
prior structures. Through global-local cooperative model-
ing, GLoT achieves state-of-the-art performance on three
widely used datasets. Furthermore, GLoT shows potential
for handling in-the-wild internet videos, which could help
the annotation of 3D meshes and provide various motion
sequence templates for downstream tasks.
Acknowledgements. This work was supported by the Fun-
damental Research Funds for the Central Universities (No.
226-2022-00051).
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Figure 9. Details of the global transformer.

7. Appendix
A. Datasets

3DPW. 3DPW [41] is a challenging in-the-wild consist-
ing of 60 videos, which are captured by a phone at 30
fps. Moreover, IMU sensors are utilized to obtain the near
ground-truth SMPL parameters, i.e., pose and shape. We
utilize the official split to train and test our model, where
the training, validation, and test sets are comprised of 24,
12, and 24 videos, respectively. For evaluation, we report
MPVPE on 3DPW because it has ground-truth shape anno-
tation.

Human3.6M. Human3.6M [12] is a large-scale dataset col-
lected under a controlled indoor environment and includes
3.6M video frames. Folloing [5,44], we train the model on
5 subjects (i.e., S1, S5, S6, S7, and S8) and test it on 2 sub-
jects (i.e., S9 and S11). We set the frame rate of the dataset
to 25 fps for training and testing.

MPI-INF-3DHP. MPI-INF-3DHP [31]] is a complex
dataset captured at indoor and outdoor scenes with a mark-
erless motion capture system. The 3D human pose annota-
tions are computed by the multiview method. The training
and testing sets are comprised of 8 and 6 subjects, respec-
tively. Each subject has 16 videos captured in the indoor or
outdoor environment. The total video frames are 1.3M. Fol-
lowing previous works [5,44], we utilize the official training
and testing split.

InstaVariety. InstaVariety is a 2D human pose dataset col-
lected from Instagram. It consists of 28K videos, and the
video length is an average of 6 seconds. The 2D annotation
is generated from Openpose [3]. Following [5,31], we use
this dataset for training.
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Figure 10. Details of the local transformer.

| PA-MPJPE| | MPJPE| | MPVPE] | Accell

w/o Detach 50.9 81.2 96.4 6.6
w/ Detach 50.6 80.7 96.3 6.6

Table 8. Gradient detachment

| PA-MPJPE| | MPJPE| | MPVPE| | Accel
52.1 ‘ 83.4 ‘ 99.5 ‘ 6.4

Fix

Learnable 50.6 80.7 96.3 6.6

Table 9. Position embedding

PoseTrack. PoseTrack [1] is also a 2D human dataset for
multi-person pose estimation and tracking, which consists
of 1.3K videos. Following [5], we use 792 videos for train-
ing.

B. Model details

Global transformer. The model details are shown in Fig-
ure 9. We utilize two layers of the encoder block with 512
dimensions. In the global decoder, we only apply one layer
of the decoder block with 256 dimensions. The position
embedding is learnable.

Local transformer. As shown in Figure 10, the encoder
block is similar to the global encoder. We set three layers
of the encoder block with 256 channel sizes. In addition,
we employ cross-attention to the decoder and set the layer
to one. The channel size is the same as the encoder.

C. Effect of gradient detachment

Table 8 shows the effect of gradient detachment. When
we do not backward propagate the path of global estimation
to HSCR, GLoT achieves the best performance. It is intu-
itively reasonable that fixing one is easier for optimization.
In addition, w/o Detach also obtains good results.
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Figure 11. Comparison with other methods [5,44]. Please use Adobe Acrobat to view it.
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Figure 12. An Example of internet video. We sample every ten frames. Please use Adobe Acrobat to view it.

Figure 13. An Example of internet video. Please use Adobe Acrobat to view it.

D. Effect of position embedding Model | MACs (M) | Time (ms) | PA-MPIPE
TCMR 861.8 11.7 52.7
In Table 9, we report the results of the different types of MPS-Net 318.4 17.6 52.1
position embeddings. The learnable embedding obtains the Ours w/ Residual 287.9 13.0 51.5
best performance. Ours w/ HSCR 288.1 16.2 50.6

Table 10. Inf i d MACs.
E. Inference time (GPU: V100) and MACs able 10 Inference time an s

We provide the results of inference time and MACs in ence time, our model (w/ HSCR) is slower than TCMR [5]
Table 10. Our model achieves the lowest MACs. For infer- but faster than the previous SOTA method MPS-Net [44].
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Figure 14. Some failure cases.

We analyze that the reason for slower than TCMR is the
self-attention mechanism used in our model and MPS-Net.
Although our model (w/ HSCR) is slower than TCMR
by 4.5 ms, it shows a significant improvement in PA-
MPIJPE. Besides, we provide the inference time of our
model (w/ Residual) for comparing the time consumption of
the HSCR. It is worth noting that our model (w/ Residual)
reduces 1.2 PA-MPJPE with a time consumption of only 1.3
ms compared with TCMR.

F. Input length of the global encoder

length | PA-MPJPE| | MPJPE| | MPVPE] | Accel|

32 51.2 82.0 98.3 6.7
24 51.2 82.7 98.5 6.7
16 50.6 80.7 96.3 6.6

Table 11. Input length of the global encoder.

Although the 16-frame input length is commonly used in
this task, we consider that exploring more input lengths is
valuable. In Table 11, we supply the study of longer input
lengths, 24 and 32. The 16-frame setting achieves the best
results. A possible reason is that our lightweight global en-
coder can not sufficiently model longer temporal relations.

G. More qualitative results

We show the comparison results with other methods in
Figure 11. We observe (1) The results of MPS-Net [44]
suffer from insufficient local details. (2) The results of
TCMR [5] do not capture the actual human global location
of the frames. Figure 12 and 13 are multi-person internet
videos, we first use a multi-object tracker to process videos
and then utilize our method for each tracked person, follow-
ing the previous methods [5,44].

H. Failure cases

As shown in Figure 14, we provide some failure cases,
mainly including occlusion. We divide the occlusion into
two types, i.e., object occlusion (Left Figure) and trunca-
tion of the frame (Right Figure, some joints are outside of

13

the frame). We consider that these cases are caused by long-
term occlusion, which means the input frames are all oc-
cluded by the object or truncated by the camera, leading to
failures in temporal modeling.

I. Future works

We plan to use this framework in similar tasks, i.e., hand
pose and shape estimation [38, 54]. This task will provide a
more robust hand representation for downstream tasks, e.g.,
sign language recognition [39]. Moreover, we believe that
exploring multi-person interaction in a video would be a
good idea. While there are some methods in image-based
tasks to deal with occlusion problems caused by multiple
people, video-based methods in this area are still unex-
plored.
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