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Abstract

Inspired by the success of recent vision transformers
and large kernel design in convolutional neural networks
(CNNs), in this paper, we analyze and explore essential rea-
sons for their success. We claim two factors that are critical
for 3D large-scale scene understanding: a larger receptive
field and operations with greater non-linearity. The former
is responsible for providing long range contexts and the lat-
ter can enhance the capacity of the network. To achieve
the above properties, we propose a simple yet effective long
range pooling (LRP) module using dilation max pooling,
which provides a network with a large adaptive receptive
field. LRP has few parameters, and can be readily added to
current CNNs. Also, based on LRP, we present an entire net-
work architecture, LRPNet, for 3D understanding. Ablation
studies are presented to support our claims, and show that
the LRP module achieves better results than large kernel
convolution yet with reduced computation, due to its non-
linearity. We also demonstrate the superiority of LRPNet
on various benchmarks: LRPNet performs the best on Scan-
Net and surpasses other CNN-based methods on S3DIS and
Matterport3D. Code will be made publicly available.

1. Introduction

With the rapid development of 3D sensors, more and
more 3D data is becoming available from a variety of ap-
plications such as autonomous driving, robotics, and aug-
mented/virtual reality. This 3D data requires analyzing and
understanding. Efficient and effective processing of such
3D data has become an important challenge.

Various data structures, including point clouds, meshes,
multi-view images, voxels, efc, have been proposed for rep-
resenting 3D data [69], and different network architectures
are designed to process them. Unlike 2D image data, a point
cloud or mesh, is irregular and unordered. These character-
istics mean that typical CNNs cannot directly be applied to
such 3D data. Thus, specially designed networks such as
MLPs [44], CNNs [24, 36, 65], GNNs [48, 64] and trans-
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Figure 1.  Qualitative results of Effective Receptive Field

(ERF) [41]. Left: the input and ground truth. Middle: the ERF

and results of baseline described in section 3.3. Right: the ERF

and results of LRPNet (ours). The stained areas around the posi-
tions of interest (red dots) represent the range of receptive fields,
with green to red representing the increasing strength of response.

Our method correctly segments the cabinet from the wall with the

proposed effective receptive field.

formers [15,42,75] are proposed to perform effective deep
learning on them. However, processing large-scale point
cloud or mesh is computationally expensive. Multi-view
images contain multiple different views of a scene. Typi-
cally, CNNs are used to process each view independently
and a fusion module is used to combine the results. Never-
theless, there is unavoidable 3D information loss due to the
finite or insufficient number of views. Voxel data has the
benefit of regularity like images, even if the on-surface vox-
els only contain sparse data. The simplicity of the structure
helps to maintain high performance, so this paper focuses
on processing voxel data.

Learning on 3D voxels can be easily implemented by
directly extending the well studied 2D CNN networks to
3D [47,62,68]. Considering that 3D voxel data is inher-
ently sparse, some works usually adopt specially designed
3D sparse CNNs [6,14,51] for large-scale scene understand-
ing. Since only the surface of the real scene data has val-
ues, the neighbors around each voxel do not necessarily be-



long to the same object, so a large receptive field is more
conducive to feature extraction. Sparse convolution has ad-
vantages in modeling local structures, but it ignores long
range contexts, which are critical for 3D scene understand-
ing tasks. Transformers [15,32, 66,67] have proved useful
in processing 3D scenes, as they can capture the global re-
lationship with their larger receptive field and a better way
to interact. However, they usually have a quadratic compu-
tational complexity, which brings a heavy computing cost.

A straightforward way to incorporate the long range con-
texts into the learning of 3D voxel data is to exploit a large
kernel 3D convolution. However, the number of network
parameters and the amount of computation would increase
cubically due to the additional dimension compared to 2D
images. Besides, current ways of feature interaction or ag-
gregation, such as average pooling and convolution, usually
adopt a linear combination of features of all the locations
in the receptive field. This works for 2D images since all
the locations in the receptive field have valid values, which,
however, does not hold for 3D voxels due to the sparsity na-
ture of 3D scenes. Directly applying such linear interaction
or aggregation on the voxel that has few neighbors in the re-
ceptive field would make the feature of that voxel too small
or over-smoothed and thus less informative.

Taking the above into consideration, and to achieve a
trade-off between the quality of results and computation,
we propose long range pooling (LRP), a simple yet effec-
tive module for 3D scene segmentation. Compared with
previous sparse convolution networks [6, 14], LRP is capa-
ble of increasing the effective receptive field with a negli-
gible amount of computational overhead. Specifically, we
achieve a large receptive field by proposing a novel dila-
tion max pooling to enhance the non-linearity of the neural
network. We further add a receptive field selection mod-
ule, so that each voxel can choose a suitable receptive field,
which is adaptive to the distribution of voxels. The above
two components comprise the LRP module. Unlike dilation
convolution, which is often used to enlarge the receptive
field for 2D images [ 17, 18], our method can achieve a large
receptive field with fewer parameters and computation by
using dilation max pooling. Furthermore, LRP is a sim-
ple, efficient and parameterless module that can be readily
incorporated into other networks. We construct a more ca-
pable neural network, LRPNet, by adding LRP at the end of
each stage of the sparse convolution network, introduced by
VMNet [26].

Experimental results show that LRPNet achieves a
significant improvement in 3D segmentation accuracy
on large-scale scene datasets, including ScanNet [7],
S3DIS [1] and Matterport3D [3]. Qualitative results are il-
lustrated in Figure 1, which shows the improvement of a
larger receptive field. We also experimentally compare the
effects of the different receptive fields by reducing the num-

ber of dilation max pooling of LRP. Moreover, we explore
the influence of non-linearity of LRP module by replacing
max pooling with average pooling or convolution. Ablation
results show that a larger receptive field and operations with
greater non-linearity will improve the segmentation accu-
racy.

Our contributions are thus:

* a simple and effective module, the long range pooling
(LRP) module, which provides a network with a large
adaptive receptive field without a large number of pa-
rameters,

* a demonstration that a larger receptive field and oper-
ations with greater non-linearity enhance the capacity
of a sparse convolution network, and

* a simple sparse convolution network using the LRP
module, which achieves superior 3D segmentation re-
sults on various large-scale 3D scene benchmarks.

2. Related Work
2.1. Deep Learning in 3D Vision

Deep learning has achieved great success in the field
of 3D vision in recent years [69]. However, compared to
2D images, 3D data is complex and has diverse represen-
tations, such as multi-view images, point clouds, voxels,
meshes and so on. With the availability of some large 3D
datasets [1,7,13,68], 3D vision has entered a period of rapid
development. Due to the success of neural networks in pro-
cessing 2D images, some works [50, 53, 56] have used 2D
convolutional networks to extract features from 2D views,
and applied a fusion module for 3D understanding. In fact,
the raw data is usually in the form of a point cloud, so some
researchers [23,36,44,45,59,65] have designed point neu-
ral networks for point cloud processing. Due to the high
computational complexity of processing point cloud net-
works, researchers [4, 0, 14] began to use hash functions
to search for neighbors, and to apply 3D sparse convolu-
tion to achieve efficient voxel understanding. Meshes have
not only position information, but also topological structure.
Specially designed mesh neural networks [20,24,31,49,54]
take advantage of this topological information. In addition,
to further improve the effectiveness of 3D semantic under-
standing, fusion learning of multiple types of 3D data has
also gradually developed, such as point cloud + mesh [48],
point cloud + image [25], voxel + mesh [26], and so on.

Most works [6, 20, 44] focus on how neural networks
can make better use of 3D data, and thus construct spe-
cific modules to enhance the ability to extract features.
Point networks from PointNet [44] to PointConv [65],
PointCNN [36] improve the ability to extract local infor-
mation. Going from point networks [36,45] to point trans-
formers [15, 32, 60, 67] expands the scope of the model’s



receptive field and the ability to recognize the interaction
between features. However, the computational demands
of these methods are higher, hindering their application
to large scenes. In order to balance computational effi-
ciency and accuracy, voxel-based networks [0, 14] use 3D
sparse convolution to aggregate local features. Limited by
a large number of 3D convolution parameters, it is difficult
to improve results by directly increasing the receptive field.
LargeKernel3D [4] expands the receptive field of 3D convo-
lution by depth-wise convolution and dilation convolution.
However, compared to transformers [15,32, 66, 67], the re-
ceptive field of this approach is still small, and it introduces
more parameters and computation. To solve these prob-
lems, we propose the long range pooling method, which
can expand the receptive field with few additional parame-
ters and introduce operations with greater non-linearity to
enhance the capability of the neural network.

2.2. Vision Transformers

The transformer network architecture comes from natu-
ral language processing [10,60]. Recently, due to its strong
modeling capability, it has quickly provided leading meth-
ods for various vision tasks, including image classifica-

tion [12, 16], object detection [37, 39], semantic segmenta-
tion [70,76], image generation [29,34], and self-supervised
learning [2, 21]—see the surveys in [19, 30]. The trans-

former architecture is also introduced into 3D vision by
PCT [15] and PT [75] almost simultaneously, which pro-
pose a 3D transformer based on global attention and a 3D
transformer based on local attention, respectively.

The core module of a transformer is the self-attention
block, which models relationships by calculating pairwise
similarity between any two feature points. We believe the
success of self-attention arises for two reasons: (i) self-
attention captures long range dependencies, and (ii) the ma-
trix multiplication of attention and value, and softmax func-
tion provide strong non-linearity.

2.3. Large Kernel Design in CNNs

Inspired by the success of vision transformers, re-
searchers have challenged the traditional small kernel de-
sign of CNNs [22, 52] and suggested the use of large con-
volution kernels for visual tasks [11, 17, 18,38, 40,46, 73].
For example, ConvNeXt [40] suggest directly adopting a
7x7 depth-wise convolution, while the Visual Attention
Network (VAN) [18] uses a kernel size of 21 x 21 and
introduces an attention mechanism. RepLKNet [ 1] in-
troduces a 31 x 31 convolution by using a reparameteri-
zation technique. Recently, this design is also introduced
into 3D field by LargeKernel3D [4]. Analyzing these previ-
ous works, we observe that VAN [18] gives the best results,
which we believe is because it introduces non-linearity via
the Hadamard product, in addition to long range dependen-

cies.

3. Method

Our analysis above suggests that long range interactions
and greater non-linearity may be the key to success. Ac-
cordingly, we have designed a simple yet effective long
range pooling (LRP) module, based on these principles. We
now introduce our LRP and LRPNet in detail.

3.1. Dilation Module for 3D Voxel

To our knowledge, we are the first to implement a large
receptive field network for processing 3D voxel by using
dilation max pooling. In order to make the paper self-
contained, we revisit the decomposition of a large kernel
by dilated operations in 2D CNNs.

In fact, general convolutional neural networks can im-
plicitly realize large receptive fields over the whole net-
work. With increasing network depth, the receptive field
of the last layer of features gradually increases—this is one
of the reasons why deep neural networks can be effective.
Meanwhile, previous works [17, 19] have shown that in-
creasing the local receptive field can give better results than
increasing the depth. On the other hand, it is almost im-
possible to apply large kernels directly to the network be-
cause of their high computation load and large number of
parameters. Currently, the commonly used large kernel size
is 31 x 31 in 2D images [|1], which improves accuracy
while also introducing more parameters and computation.
Therefore, most of the previous works have decomposed the
large kernel module and used the computationally friendly
small kernel module to approximate the large kernel convo-
lution [18].

For 2D images, several dilation convolutions are usu-
ally used to achieve a decomposed large kernel convolu-
tion. However, 3D data is sparse, and the sparsity affects
the response strength of the convolution, which makes large
kernel decomposition more difficult. Besides, due to the
sparsity, the weight convergence of convolution is too slow.
Therefore, we use dilated pooling to achieve a large recep-
tive field while keeping a low computational cost.

3.2. Long Range Pooling Module

Two direct strategies can achieve a large receptive field
and non-linearity: self-attention, and max pooling with a
large window size. The large computational load placed by
self-attention limits its application to 3D data. Max pooling
also imposes huge computational demands as the window
grows. We avoid the computational cost of max pooling by
introducing sparse dilated pooling.

As shown in Figure 2, we approximate pooling with a
large window size by stacking three 3x3x3 pooling mod-
ules with different dilation rates. This achieves a progres-
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Figure 2. Long Range Pooling Module. Dilation max pooling is
used to enlarge the receptive field and also outputs features of the
different receptive field. P1, P>, P3: max pooling with kernel size
3 x 3 x 3 and dilation 1, 3,9. RF: the receptive field. Selection:
a linear module producing the selection weight for each voxel.

sive increase in receptive field size while keeping the com-
putational cost low. Besides, fixed receptive fields will limit
the network’s ability to model objects of different sizes. To
choose a proper receptive field that can be adaptive to the
distribution of voxels, a receptive field selection block is
designed to choose a suitable window size for each voxel.

Features of each location need to interact with each other
or be aggregated to learn the local or global context. There
are three typical ways to achieve this: 1) average pool-
ing; 2) convolution; and 3) max pooling. The former
two are linear and parameterized (fixed for average pool-
ing and learnable for convolution); the last one is nonlin-
ear and non-parametric. Considering the sparsity and non-
uniformity of 3D voxels, the shared linear interactive ways
would make the feature of a voxel too small (for voxels
having few neighbors) or over-smoothed (for voxels having
many neighbors). Max-pooling, in turn, will always draw
the feature of a voxel to the most informative one. We illus-
trate the features learned by different interactive manners
in Figure 5. We also compare these three different interac-
tive manners in section 4.4.2 and the experiments show max
pooling works best, which supports our viewpoint that more
non-linearity is critical for 3D scene understanding.

ResBlock

LRPBlock

Conv  LRP Block

Figure 3. Network architecture for scene segmentation. We use
the sparse convolutional U-Net [26] as our baseline, consisting of
four stages. For the baseline, we use ResBlock as the basic block
to extract features, and we replace the ResBlock with LRPBlock
to build LRPNet.

The overall LRP module can be formulated as

S = (51, 82, 53) = linear(x), (1)
P1:p(m,l),Pgzp(P1,3),P3:p(P2,9), (2)
Output = S1P; + Sa Py + S3P3, 3)

where x denotes the input features, S is the selected weight,
which is divided into Sy, S, S5 for selecting the features
of different window sizes, and p(z, k) means max pooling
with kernel size 3 and dilation k. Here, k is setas 1, 3 and 9
by default.

3.3. Long Range Pooling Network

In order to verify the effectiveness of LRP module
for processing 3D scene data, we have designed LRPNet,
based on the U-Net architecture commonly used in previ-
ous work [4,6,26,48]. We use the sparse convolutional U-
Net implemented by VMNet [26] as the baseline. Figure 3
shows the baseline model, a U-Net network with 4 stages;
the basic module is a ResBlock, built from two 3D Convo-
lution+BatchNorm+ReL U blocks and an additional residual
path.

As we have already noted, the LRP module can readily
be incorporated into existing networks. Therefore, we build
LRPNet by simply adding an LRP module after ResBlock
in the baseline model. In addition to placing the LRP behind
the ResBlock, we alternatively experimented with placing it
front, middle, and as a parallel branch. These experiments
and analysis are discussed in Section 4.4.1.

4. Experiments

We performed various experiments on several semantic
segmentation datasets, to verify our claims and compare our
results to those of other methods.



4.1. Datasets and metrics

ScanNet v2 [7] is a large-scene benchmark, with 1,613
scenes split 1201:312:100 for training, validation and test-
ing. It has 20 semantic classes. We follow the same pro-
tocol as previous works [6, 14] and use mean class inter-
section over union (mloU) as the metric to evaluate results.
Since the annotations of the test set on ScanNetv2 [7] are
not available, we conducted the runtime complexity experi-
ments and ablation experiments on the validation set.

S3DIS [1] is a large-scene semantic parsing benchmark,
containing 6 areas with 271 rooms, annotated with 13 cate-
gories. Following [0, 15,59,67], we use Area 5 as the test
set, other areas for training and mloU for evaluation. We
also report overall point-wise accuracy (OA) and mean class
accuracy (mAcc).

Matterport3D [3] is a large-scene RGB-D dataset, with
90 building-scale scenes annotated in 21 categories. Since
the semantic labels are annotated for faces, we project them
to the vertices using the same method as in [48], and then
test on scene vertices directly. Following [26, 48], we use
mAcc for evaluation.

4.2. Implementation details

Our experiments were all conducted on the full scenes
without cropping. During training and inferencing, we just
used vertex colors as input. Following [6,26], we voxelized
the input point cloud at a resolution of 2 cm for ScanNet v2.
Following common practice, the input points of S3DIS and
Matterport3D are voxelized at a resolution of 5 cm. During
inferencing, we calculated metrics by projecting the predic-
tions back to the raw point clouds using the nearest neigh-
bor.

During training, we performed scaling, z-axis rotation,
translation and chromatic jitter for data augmentation [26].
For all datasets, we minimized the cross entropy loss using
the SGD optimizer with a poly scheduler decaying from a
learning rate of 0.1, following [4, 6,26]. Following previ-
ous work [27,48], we used class weights for cross entropy
loss on Matterport3D. For ScanNet v2 and Matterport3D,
we trained our model for 500 epochs with batch size set to
8, and for S3DIS, we trained for 1,000 epochs with batch
size set to 4.

Our experiments were conducted on RTX 3090 GPUs
and A5000 GPUs. All runtime complexity experiments are
conducted on one RTX 3090 GPU.

4.3. Comparison to other methods

We compared our model to other point-based and voxel-
based state-of-the-art methods on ScanNet v2, S3DIS and
Matterport3D, with results shown in Tables 1-3, respec-
tively. For these datasets, our method gave the best over-
all results compared CNN-based methods. In particu-
lar, our method surpasses both the popular state-of-the-art

Table 1. mloU (%) scores for various methods on the ScanNet
v2 3D semantic benchmark, for validation and test sets. The best
number is in boldface. “-” means the number is unavailable.

Method ‘ Input ‘ Val  Test
PointNet++ [45] point | 53.5 55.7
3DMV [26] point - 484
PointCNN [36] point - 458
PointConv [65] point | 61.0 66.6
JointPointBased [5] point | 69.2 634
PointASNL [72] point | 63.5 66.6
RandLA-Net [23] point - 645
KPConv [59] point | 69.2 68.6
PointTransformer [75] point | 70.6 -
SparseConvNet [14] voxel | 69.3 725
MinkowskiNet [0] voxel | 72.2 73.6
LargeKernel3D [4] voxel | 73.2 73.9
Fast Point Transformer [43] | voxel | 72.1 -
Stratified Transformer [32] point | 74.3  73.7

LRPNet (ours)

voxel ‘ 75.0 74.2

Table 2. Several scores (%) for various methods on the S3DIS
segmentation benchmark. The best number is in boldface. “-”
means the number is unavailable.

Method | Input| OA mAcc mloU
PointNet [44] point - 490 41.1
SegCloud [58] point - 574 489
TangentConv [57] point - 622 526
PointCNN [36] point|85.9 63.9 573
HPEIN [28] point|87.2 683 61.9
GACNet [61] point | 87.8 - 629
PAT [74] point - 70.8 60.1
ParamConv [63] point - 670 583
SPGraph [33] point|86.4 66.5 58.0
PCT [15] point - 677 613
SegGCN [35] point|88.2 70.4 63.6
PAConv [71] point - - 66.6
KPConv [59] point - 728 67.1
MinkowskiNet [6] voxel - 717 654
Fast Point Transformer [43] | voxel - 773 70.1
PointTransformer [75] point|90.8 76.5 704
Stratified Transformer [32] | point(91.5 78.1 72.0

LRPNet (ours) |voxel[90.8 749 69.1

MinkowskiNet [60], and the voxel and mesh fusion algorithm
VMNet [26]. Our method even outperforms transformer-



Table 3. Mean class accuracy (%) scores on the Matterport3D test set. The best number is in boldface.

Method

‘mAcc‘WaH floor cab bed chair sofa table door wind shf pic cntr desk curt ceil fridg show toil sink bath other

SplatNet [55] 26.7 190.8 95.7 30.3 19.9 77.6 36.9 19.8 33.6
PointNet++ [45] | 43.8 |80.1 81.3 34.1 71.8 59.7 63.5 58.1 49.6
ScanComplete [9]| 44.9 |79.0 95.9 31.9 70.4 68.7 41.4 35.1 32.0
TangentConv [57]| 46.8 |56.0 87.7 41.5 73.6 60.7 69.3 38.1 55.0
3DMV [§] 56.1 179.6 95.5 59.7 82.3 70.5 73.3 48.5 64.3
TextureNet [27] | 63.0 |63.6 91.3 47.6 82.4 66.5 64.5 45.5 69.4

15.815.7 0.0 0.0 0.0123757 0.0 0.010.6 4.1203 1.7
28.7 1.134.310.1
37.517.527.037.2 11.850.497.6 0.1
30.7 33.9 50.6 38.5 19.7 48.0 45.1 22.6 35.9 50.7 49.3 56.4 16.6
557 83554348 2480.194.8 4.7 54.071.147.576.7 19.9
60.9 30.5 77.0 42.3 44.3 75.292.3 49.1 66.0 80.1 60.6 86.4 27.5
63.443.773.239.9 479 60.3 89.3 65.8 43.7 86.0 49.6 87.5 31.1
63.244.6 72.1 29.1 38.479.7 94.5 47.6 80.1 85.0 49.2 88.0 29.0

0.068.879.3 0.0 29.070.429.462.1 85
15.774.9 44.4 53.5 21.8

DCM-Net [48] 66.2 |78.4 93.6 64.5 89.5 70.0 85.3 46.1 81.3
VMNet [26] 67.2 185.9 94.4 56.2 89.5 83.7 70.0 54.0 76.7
LRPNet (Ours) ‘ 70.7 ‘83.7 95.0 58.0 88.2 81.379.0 54.3 78.5

60.0 63.4 70.7 48.7 52.0 70.0 93.7 66.1 87.4 89.0 47.2 88.1 30.5

Table 4. Number of network parameters and speed for various
models on the ScanNet v2 validation set.

Method Params (M) Runtime (ms) mloU (%)
SparseConvNet [ 14] 30.1 173.5 69.3
MinkowskiNet [6] 37.9 166.1 72.2
Fast Point Transformer [43] 37.9 3414 72.0
Stratified Transformer [32] 18.8 1149.9 74.3
Baseline 8.1 38.1 71.2
LRPNet (Ours) 8.5 67.9 75.0

based methods, which learn the long range context at a cost
of heavy computation, on ScanNetv2.

In addition, we also compared the number of network pa-
rameters used and the speed of our algorithm to two SOTA
voxel methods [0, 14] and two SOTA transformer-based
methods [32,43] using the ScanNet v2 validation set. For a
fair comparison, we tested the validation set with 312 scenes
and average the inference time of each scene to calculate the
runtime complexity. We used the MinkowskiNet [6] im-
plemented by Fast Point Transformer [43], which is faster
than the original implementation. Table 4 shows that our
algorithm achieves better results with fewer parameters and
faster speed. Notice that our method is nearly 16x faster
than Stratified Transformer [32]. LRPNet achieved a sig-
nificant increase in mloU by just adding the LRP module to
the end of each stage of the baseline, with only a few extra
parameters introduced by the selection module.

We further compared qualitative results on the ScanNet
v2 validation set, for our model and the baseline model.
Figure 4 shows LRPNet’s segmentations are closer to the
ground truth than the baseline’s segmentations. Our method
still works well even in hard cases, e.g. for the table and the
cabinet in the corner in the first and four rows, whereas the
baseline method does not. LRPNet is also more capable of
segmenting out broken objects, as in the second and third
rows of bookshelves and walls in Figure 4.

Table 5. Ablation study on LRP module. Baseline: U-Net de-
scribed in section 3.3. MaxPool: The max pooling used in LRP.
Dilation: Dilation used in max pooling (default for LRP is 1, 3,
9). Selection: the selection module in LRP. Params: parameters
of the network. Runtime: the average time for inferencing one
scene. mloU: the segmentation accuracy metric (%).

Baseline MaxPool Dilation Selection‘Params (M) Runtime (ms) mloU

v 8.1 38.1 712

v v 8.1 742 726

v v v 8.1 65.0 73.7

v v v 8.5 76.4 73.1

v v v v 8.5 67.9 75.0
4.4. Ablation study

In section 3.2, we use dilation max pooling to expand
the effective receptive field, and use a selection module to
allow each voxel to select receptive fields based on features.
we conducted the ablation experiments on the validation
set of ScanNet v2 to verify the design of the LRP module.
Specifically, we choose the sparse convolutional U-Net im-
plemented by VMNet [26] as the baseline, and design new
network using max pooling without any dilation. This new
network is further enhanced with dilation or/and the recep-
tive field selection module.

As shown in Table 5, max pooling can enlarge the recep-
tive field to improve the results, and dilation max pooling
can achieve a larger receptive field and a better result. Be-
sides, the selection module can enhance the capability of
the network with only introducing a few parameters.

4.4.1 Position of LRP

In section 3.3, we added the LRP module after each stage
of the baseline (VMNet [26]), which we name it (After).
Actually, we may also put the LRP module before the stage
(Before), in the middle of the stage (Middle), or as an ad-
ditional path parallel to the stage (Parallel). Table 6 shows
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Figure 4. Various ScanNet v2 validation set segmentation results. Red dotted boxes highlight differences between our results and the

baseline results.

Table 6. LRP position study. Before: LRP added before the stages
of baseline. After: LRP added after the stages. Middle: LRP
added at the middle of stages. Parallel: LRP as an additional
branch parallel to the stage.

Position Params (M) Runtime (ms) mloU (%)
Before 8.8 77.1 74.0
Middle 8.5 69.6 73.4
Parallel 8.5 68.4 73.1
After (Ours) 8.5 67.9 75.0

the ablation of different settings. It shows the LRP mod-
ule works better when added after each stage than in other
positions, also being more computationally friendly.

4.4.2 Operations with non-linearity

As we mentioned in section 3.2, max pooling has more non-
linearity than average pooling and convolution, and the op-
erations with non-linearity will enhance the capability of
the network. To investigate the impacts of non-linearity, we
conducted non-linearity experiments by replacing the max
pooling (MaxPool) of LRP with convolution (Conv) or av-
erage pooling (AvgPool). In addition, we tested the effect
of different receptive fields with these operations (MaxPool,
AvgPool, Conv). In Table 7, x N is the size of the receptive
field of N x N x N and [x3, X9 X 27] means the outputs
of the LRP module is selected from the features with the
receptive field of 3 x 3 X 3,9 x 9 x 9, and 27 x 27 x 27.

As Table 7 shows, although Conv introduces a large
number of parameters, the results of MaxPool can still ex-
ceed those of AvgPool and Conv in most cases, which
proves that the non-linearity of max pooling will enhance
the networks for 3D segmentation.
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Figure 5. Visualization of Effective Receptive Field (ERF). Red Dot and Green Pentagon: two different positions of interest (marked
only in the input). First Row: the ERFs of different methods. Second Row: the ground truth and predictions. From Left to Right: input,
baseline, average pooling, convolution, max pooling without selection, max pooling (LRPNet).

Table 7. Study on non-linearity and range of receptive field. Max-
Pool: dilation max pooling. AvgPool: dilation average pooling.
Conv: dilation convolution. Range: The range and number of
receptive fields.

Method Range‘Params (M) Runtime (ms) mloU (%)
MaxPool [x3] 8.2 66.0 72.7
MaxPool [x9] 8.2 64.8 72.8
MaxPool [x27] 8.2 66.1 73.9
MaxPool [x9, x27] 8.4 66.0 74.0
MaxPool [x3, x9, x27] 8.5 67.9 75.0
AvgPool [ x27] 8.2 58.2 73.0
AvgPool [x9, x27] 8.4 58.2 73.2
AvgPool [x3, x9, x27] 8.5 60.1 73.9
Conv [x27] 17.4 65.5 72.0
Conv [x9, x27] 17.5 66.2 73.3
Conv [x3, x9, x27] 17.6 66.8 73.8

4.4.3 Range of LRP module

As described in section 3, while large receptive fields can
improve network results, we used dilation max pooling to
achieve large receptive fields and a selection module to give
the network the ability to select the receptive field size ac-
cording to the voxel feature.

Table 7 shows that as we increase the levels of the recep-
tive field of the LRP module, whether using convolution,
max pooling or average pooling, the accuracy of results is
gradually improved. We also used different ranges of the
receptive fields with the same number of levels. See Ta-

ble 7 lines 1-3: we fixed the number of receptive fields of
LRP module to one level, and then compared results for
[x3], [x9], and [x27] receptive fields. With the increasing
receptive field for the LRP module, the model also clearly
improved.

In addition, we visualized the Effective Receptive
Field [41] of different methods at two positions. As shown
in Figure 5, the features of interest are in the center of the
table and the center of the chair. LRPNet has a larger re-
ceptive field than baseline, which helps to segment the table
better. Columns 3,4 and 6 in Figure 5 show that the op-
erations with linearity can not capture the long range con-
text and their responses are mostly concentrated around the
points of interest, while max pooling with non-linearity can
make good use of the long range features. Furthermore, as
shown in the last two columns of Figure 5, the selection
module can give the network the ability to select the appro-
priate receptive field according to the voxel features.

5. Conclusion

We have proposed a simple yet efficient module, the long
range pooling module, which can provide an adaptive large
receptive field and improve the modeling capacity of the
network. Itis easy to add to any existing networks; we use it
to construct LRPNet, which achieves state-of-the-art results
for large-scene segmentation with almost no increase in the
number of parameters. Since the LRP module is simple and
easy to use, we hope to apply it to 3D object detection, 3D
instance segmentation and 2D image processing, further ex-
ploring the principle of improving network performance by
use of a large receptive field and operations with greater
non-linearity in the future.
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