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Abstract

How to ensure fairness is an important topic in feder-
ated learning (FL). Recent studies have investigated how to
reward clients based on their contribution (collaboration
fairness), and how to achieve uniformity of performance
across clients (performance fairness). Despite achieving
progress on either one, we argue that it is critical to con-
sider them together, in order to engage and motivate more
diverse clients joining FL to derive a high-quality global
model. In this work, we propose a novel method to opti-
mize both types of fairness simultaneously. Specifically, we
propose to estimate client contribution in gradient and data
space. In gradient space, we monitor the gradient direc-
tion differences of each client with respect to others. And
in data space, we measure the prediction error on client
data using an auxiliary model. Based on this contribu-
tion estimation, we propose a FL method, federated train-
ing via contribution estimation (FedCE), i.e., using estima-
tion as global model aggregation weights. We have theo-
retically analyzed our method and empirically evaluated it
on two real-world medical datasets. The effectiveness of
our approach has been validated with significant perfor-
mance improvements, better collaboration fairness, better
performance fairness, and comprehensive analytical stud-
ies. Code is available at https://nvidia.qgithub.
io/NVFlare/research/fed-ce

1. Introduction

Recent development of federated learning (FL) facil-
itates collaboration for medical applications, given that
multiple medical institutions can jointly train a consensus
model without sharing raw data [|-0]. FL provides an op-
portunity to leverage larger and more diverse datasets to
derive a robust and generalizable model [7, 8]. However,
it is usually difficult to pool different institutions together

*Corresponding authors: Qi Dou (qidou@cuhk.edu.hk) and Ziyue Xu
(ziyuex @nvidia.com)

to train a FL model in practice. The challenges mainly lie
in two aspects. First, it takes effort to set up and partici-
pate in federated training, medical institutions may not be
sufficiently motivated to contribute to a FL study without
a fair credit assignment and a fair reward allocation, i.e.,
collaboration fairness [9]. Second, medical data are het-
erogeneous in amounts and data-collection process [ 1 0—13],
which may lead to inferior performance for clients with ei-
ther less data or a data distribution deviating from others,
harming performance fairness [14, 15]. It is critical to in-
volve diverse datasets and improve individual prediction ac-
curacy for building robust medical applications with low er-
ror tolerance [16]. Therefore, we argue that these two types
of fairness need to be considered together.

Despite recent investigations on fairness-related topics,
existing literature mostly addresses collaboration fairness
and performance fairness separately. For example, meth-
ods for collaboration fairness aim to estimate client reward,
by using the computation and communication cost of each
client [17], evaluating local validation performance [18],
and using cosine similarity between local and global up-
dates [19]. Meanwhile, methods for performance fairness
aim to mitigate performance disparities, by using mini-
max optimization to improve worst-performing clients [15,

], re-weighting clients to adjust fairness/accuracy trade-
off [14], or learning personalized models [21]. To ade-
quately address concerns on these two fairness, we postulate
that it is desirable to consider both simultaneously, because
reward estimation and model performance could essentially
be coupled during training. Solutions on how to tackle col-
laboration fairness and performance fairness together are
still under-investigated, especially in medical domain.

To tackle this problem, our insight is to estimate the
contribution of each client, and further use the contribu-
tion to promote training performance. The idea is inspired
by Shapley Value (SV) [22], a classic approach to quan-
tify the contribution of participants in cooperative game the-
ory. SV proposes to permute all possible subsets of partici-
pants to calculate the contribution of a certain client. Some
existing works have adopted SV for estimating client re-
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ward [19,23-25]. However, these methods mostly approxi-
mate SV by comparing local model updates or local model
validations, which can be highly correlated with local sam-
ple numbers. A client with more samples can dominate the
training, resulting in inaccurate estimation results. There-
fore, finding a more accurate and robust estimation is im-
perative to break through this bottleneck.

In this work, we propose a novel client contribution es-
timation method to approximate SV by comparing a certain
client with respect to all other clients. We further present
a new FL algorithm, federated training via contribution es-
timation (FedCE), which uses client contributions as new
weighting factors for global model aggregation. Specifi-
cally, since the fundamental setting of SV is to validate if
a new client contributes to all possible combinations of ex-
isting clients, to effectively and efficiently approximate it,
we propose to directly measure how a certain client con-
tributes to all remaining clients, rather than computing all
possible permutations. Our contribution measurement con-
siders both gradient and data space to quantify the contribu-
tion of each client. In gradient space, we calculate the gradi-
ent direction differences between one client and all the other
clients; and in data space, we measure the prediction error
on client data by using an auxiliary model, which is calcu-
lated by excluding a client’s own parameters. By combin-
ing these two measurements, we are able to quantify each
client’s contribution for collaboration fairness, and further
use this estimation to promote training for performance fair-
ness. Our main contributions are summarized as follows:

* We propose a novel method for client contribution esti-
mation to facilitate collaboration fairness. We empir-
ically and theoretically analyze the robustness of this
estimation method under various FL data distributions.

* We propose a novel federated learning method, FedCE,
based on the proposed client contribution estimation to
help promote performance fairness, and we theoreti-
cally analyze the model’s convergence.

* We conduct extensive experiments on two medical im-
age segmentation tasks. The proposed FedCE method
significantly outperforms several latest state-of-the-
art FL methods, and comprehensive analytical studies
demonstrate the effectiveness of our method.

2. Related Works
2.1. Fairness in Federated Learning

Fairness has received much attention in machine learning
area, it is a broad topic that studies unintended behaviors of
machine learning models [26,27]. Under the setting of FL,
“individual/group fairness”, “collaboration fairness”, and
“performance fairness” are three most commonly studied

types of fairness. The first one aims to mitigate model bias
on specific protected attribute(s) [28-32], the second one
expects each client to receive a reward that fairly reflects its
contribution [9, 18], and the third one requires uniformity
of the performance distribution across clients [33,34]. In
this paper, we mainly focus on the latter two - “collabora-
tion fairness” and “performance fairness”. For collabora-
tion fairness, Kang et al. [17] proposed using local com-
putation and communication cost to estimate contribution;
CFFL [18] investigated the fairness by evaluating the vali-
dation performance on each client; and Shi et al. [35] pro-
posed to filter out low-quality local gradients based on loss
measurement. For performance fairness, Mohri et al. [36]
first proposed to optimize the performance of the single
worst device by proposing a minimax optimization scheme.
Later, q-FedAvg [ 14] was proposed with a more flexible op-
timization objective, which can be tuned based on the de-
sired amount of fairness. Recently, Ditto [21] has been pro-
posed to provide fairness by learning personalized models.
However, current studies treat these two fairness as sepa-
rate problems without utilizing their underlying connection.
Also, most works are validated on common benchmark
datasets (e.g., MNIST and CIFAR) with arbitrary client
splits. It still remains a question of how to jointly tackle
collaboration and performance fairness for real-world ap-
plications in medical imaging, where client data are multi-
source, highly heterogeneous, and complicated.

2.2. Shapley Value based Client Valuation

Shapley value (SV) is a concept measuring importance
of players in cooperative game theory [22,37]. Based on
this, Ghorbani et al. [38] proposed data SV to quantify the
contribution of each data point in machine learning. Later
on, Tang et al. [39] applied data SV on chest x-ray data.
However, directly calculating SV is computationally expen-
sive, and almost infeasible in FL with a decent number of
participants. Under FL scenario, multiple studies have been
performed aiming to efficiently approximate SV [23, 40].
For example, Kumar et al. [4 1] proposed to train linear mod-
els as proxies for client data, and used the model ensemble
to approximate SV; Wang et al. [42] applied SV by consid-
ering clients in an ordered sequence rather than calculating
all subsets. Song et al. [24] proposed to approximate SV
by using validation accuracy of intermediate models during
federated training; CGSV [19] approximated SV by using
cosine similarity between local and global updates. Liu et
al. [25] reconstructed FL models from gradients to approx-
imate SV instead of repeat training with different permu-
tations. However, these methods either require auxiliary
validation data or solely rely on intermediate results. Our
work aims to design a more comprehensive and practical
measurement, which considers both intermediate status and
actual performance without requiring extra validation data.
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Figure 1. The proposed FedCE framework with client contribution
estimation mechanism.

fair global model

3. Methods
3.1. Preliminary

Let D denote a distribution supported on a space Z,
where Z = X x Y, X € R%and ) are input and output re-
spectively. For N € N clients, we have D = {D;} | as
the set of local client distributions, and a coalition S ~ DM
is a subset of clients, such that |S| = M, where M de-
notes number of clients in the coalition. Let U : Z — [0, 1]
denote the utility function, where for any S C Z, U(S) rep-
resents the value of this subset. For example, U is typically
chosen as the accuracy of an empirical risk minimizer when
S are training clients. We define SV as below.

Definition 3.1 (Shapley Value [45]) Given a utility function
U, a distribution D supported on Z, and N € N, for all
client i € [N], the Shapley Value (SV) v is defined as:
v(i;U,D,N) = E [U(Su{i}) —U(9)].
M~[N],S~DM-1

From this definition, the SV of a client is its expected
marginal contribution in U to a set of client coalitions S. To
calculate SV, we need to consider all possible client coali-
tions, i.e., all subsets of N clients. The cost will be expo-
nentially increased with respect to the number of clients IV,
that is, O(2"). Such computation is extremely expensive,
even with a small number of clients. Therefore, it is critical
to find an efficient solution for client valuation.

3.2. Client Contribution Estimation

By analyzing the SV definition, we notice that the key
is to measure the value with and without a certain client
with respect to all possible combinations of other clients.
In other words, validate if a new client contributes (adds
value) to existing clients. Therefore, we propose an effi-
cient approximation, by directly measuring the contribution
of client 7 to others (IV \{i}). We define our new value 7 as:

p(ET,DN) = B DS\ {i}{i})]
Ly (N {i}, {d})

where I'; is our proposed function to measure the contribu-
tion of client ¢. Different from common implementations
of the utility function U using accuracy, we propose a more
comprehensive way to measure the contribution by consid-
ering both gradient and data space, as shown in Fig. 1.

We first introduce the measurement in gradient space by
using cosine similarity (cos). For client ¢ at k-th round:

Tk i(cos) £ 1 cos (VFi(wk.yi), VF(wk_l)) , (2

where VF;(wy,;) denotes the local client gradient, which
is calculated by differences between global model param-
eter wy, and local model parameter wy, ;. VF(w;i) =
(VF(wi) = piVFi(wei)) [(1 - p;) is aggregated gradients ex-
cluding client ¢ and p; > 0 denotes client importance
(e.g., proportional to client sample number). Global gra-
dients is denoted by VF(wy,) = vazl p; VF;(wy ;) where
Zfil p; = 1. Then we further normalize the term, i.e.,
Tk i(cos) = Trilcos)/soN 1y i(cos) (for ease of notation,
we reuse I'y, ;(cos)), to ensure the summation over clients
adds up to 1. T’y ;(cos) quantifies the contribution by mea-
suring the optimization direction of client ¢ compared with
others. In particular, if the cosine similarity between client
3 and others is close to 1, Fk}i(cos) becomes 0, indicat-
ing this client does not represent a new direction informa-
tion. Hence, removing client ¢ will have little impact on the
global model’s update direction. We argue that it is impor-
tant to capture the large data variety and heterogeneity in FL
for training a robust and generalizable global model. There-
fore, we assign more weight to clients presenting different
gradient directions.

However, as an indication in gradient space, a gradient
direction that is different from others may not be sufficient
to fully measure the contribution from a certain client to
the overall FL. model performance. Consequently, we fur-
ther propose a measurement in data space by calculating the
model error on the clients’ data. Similar to the client exclu-
sion setting in gradient space, we calculate the aggregated
model parameters by excluding client ¢ at k-th round, i.e.,
w,;i = (wr —piwki) /(1 —p,). Then we validate this new
model on client ¢’s data samples:

Iy.qi(err) £ E(ﬁi; w;i), 3)

where & (131, w,;i) denotes the error on the empirical dis-
tribution 131-, here we use the validation samples in client ¢,
i.e., the error is the full performance score “1”” minus the ob-
tained validation performance. We also normalize this term
to ensure the summation over clients is 1. The intuition of
measuring error is that, if a client presents a new data distri-
bution, using model parameters from other clients only may
not result in a good performance. Otherwise, if w,j already
achieves low error on ﬁi, incorporating updates from client
7 may not improve the overall performance significantly. By



further adding this assessment, we complement the previous
findings in gradient space and better determine the contribu-
tion from a client to the overall model performance.

To combine these two factors for the contribution esti-
mation, we choose multiplication and summation as two
alternative mechanisms. We name them as FZ?Z. and Fz’i,
respectively, and formulate them as:

m

{ i
S

Iy

These contribution estimation terms are calculated at each
communication round, and by accumulating them over all
K rounds, we can derive the final contribution estimations.
We evaluate both combinations in our experiments.

=T i(cos) x Ty i(err)

=Ty i(cos) + Ty s (err). “)

3.3. Federated Training via Contribution Estima-
tion - FedCE

From the proposed formulation of client contribution, it
is natural to consider using these contribution estimation re-
sults to further improve federated training. In this regard,
we propose a new federated algorithm, FedCE, by using
client contributions as weighting factors for global model
aggregation. Instead of using the standard federated aver-
aging (FedAvg) weight p;, which is typically proportional
to the data amount of each client [44], we use our estimated
client contribution as the new weight.

There are two benefits of using client contributions to
promote fairness. First, client contributions are more com-
prehensive and fair than the standard weights based on sam-
ple numbers. The standard weights is a weak representa-
tion of client data distribution and could be vulnerable to
data manipulations, such as increasing number by repeat-
ing. Second, contribution-based aggregation encourages the
global model to cover a wide range of data distributions.
Distributions sharing a common pattern are easy to fit. In
contrast, clients with rare distribution are usually under-
represented in training, which is a potential driver of model
performance unfairness. Our contribution mechanism helps
promote training on these clients, because they present dif-
ferent data information. As a result, this will facilitate the
performance fairness of the global model.

Taking the multiplication-based combination as an ex-
ample, at the k-th round, we calculate the aggregation
weights as follows:

oy = Zik > T > i, ®

where Z, = k Zil >, I is a normalization factor to

ensure Zivzl pr'i = 1. Then we obtain the global model by
using the new weights to aggregate local client gradients:

N
W1 ¢ W — 7 Zi:1 Pri - Vi (wg ). (6)

Algorithm 1 Our proposed method FedCE

Input: commgnication rounds K, number of clients N, lo-
cal datasets {D; } ,, learning rate 7, local steps {x; } ;.
Output: final global model wy, contributions {ps ; }7¥ ;.

1: Initialize server model wy
2fork=1,---, K —1do
3 Server: wY . < wy, > distribute global model wy,
4 for Clienti=1,2,--- , N in parallel do
5: VF(’U)k) = W — Wk—1
6: forj=1,2,--- k;do > client training
7 wgzil) —wyp - nVFi(wgkﬂi))
8 end for
9 VF(wy;) = wzl — 'wg,i
—i VF(wg)—pk-1.:) VFi(wg 4
10: VF(w ') = Y ey ( k )
11: I, i (cos)=1—cos(VF (wy,;) VF w, ")) > Eq.(2)
12: w; ' = —(wk(;f(p’zl_l)zu)k)
13: Ty i(err) = E(ﬁi; wy ) > Eq.(3)
14: calculate py, ; > Eq.(5)
15: return wy’;, py.; > send client model and
contribution to server
16: end for
17 Server: wyii «— Y, Pr,iWy;
18: end for

19: return wr, {pxi Y,

Similarly, for the summation-based combination (defined in
Eq. (4)), we compute the aggregation weights of pf by re-
placing I'7*, with I'; ,. We present the full algorithm in Al-
gorithm 1. The final outputs are global model and client
contribution estimations. Our aggregation weight is dynam-
ical, and it considers all the historical information. Note that
our method does not require any extra training compared
with FedAvg [44]. Furthermore, the contribution estima-
tion is performed locally, which helps reduce the communi-
cation burden and potential risk of information leakage.

3.4. Theoretical Analysis for FedCE

Since our contribution value is naturally parameterized
by the underlying data distribution D, it is helpful to in-
vestigate how the value will change if the data distribution
changes. Here we formally quantify the value differences
under distributional shift by presenting an upper bound.

Theorem 3.2 Let I' be B-Lipschitz stable with respect to
Z. Suppose D and D; are two distributions over Z. Then,
forall N € Nandalli € Z,

|V (4;T,Ds, N) =V (i;T, Dy, N)| < 2NB - Wy (Ds, Dy) s

where W denotes the Wasserstein distance between two
distributions. This theorem measures the values changes



under two different data distributions. If two distributions
are similar, then similar values should be obtained. While
for two different distributions, we can bound the difference
in terms of the Wasserstein distance. For more details and
proofs, please refer to Appendix. A.

Then we analyze the convergence behavior of our
method. To complete the analysis, we adopt assumptions
on local function smoothness and gradient variance, which
are classically used in optimization literature [45—49]. We
present our results below.

Theorem 3.3 Assume the objective function is Lipschitz
smooth and gradient variance is bounded. In the k-th round
for k € [0,K — 1], let By, ;) and d;, ;) be factors relate to
variance bounding for client i, L be factor of smoothness,
and 1 be learning rate, when nL. — 1 > 0, we have:

F(wgi1) — F (wg)

N
< (Z(QUL + ) pibA) — 77) IV F(wy)|?.
=1

where A1) £ 1/ (B —l)ﬁfm)d(k)i) is a variable
that relates to 5(2k’i), (ks and local iteration steps Ky ;).
The theorem analyzes the upper bound of the convergence
with our method in the context of global model update. Fur-
thermore, we present another corollary to determine the up-
per bound on our aggregation factor p ;).

Corollary 3.4 For k € [0, K — 1], considering the A, ;-
dominated convergence, the model converges when

442 1
(ki)
Plkyi) < =0 ).
D = (A —2L) ( Ak,

The proof can be found in Appendix B. According to this
corollary, we could promote the convergence by minimiz-
ing the upper bound, that is, increasing A ;). Specifi-
cally, this term contains four terms. For 7 and &, it is in-
tuitive that increasing the learning rate or local iteration
steps can increase model convergence speed at an early
stage. However, it may let the model trap into a local
optimum or suffer large client drifts when data are het-
erogeneous [48]. For the term S, it can be converted to
a form related to §. So we discuss ¢ here. The term
0 is a variable in one of our assumptions, which can be
written as HZ?QJ VF; (wﬁkvi))H?/@;;g IVF (wi))|?). This
term quantifies the percentage of local gradients over the
global(aggregated) gradients. That is, to increase d(j ;), we
need to weigh more on local gradients from client ¢. Since
the client with boundary data or different distribution is
under-represented during training, which harms the overall
convergence. We need to assign higher weights to promote
training on this kind of client, thus improving convergence.

This well matches our contribution estimation method, i.e.,
allocating higher weight to clients presenting different in-
formation in gradient space or suffering high error on local
data when their gradient is excluded.

4. Experiment

Our method is evaluated on two medical image segmen-
tation tasks: retinal fundus image segmentation [50] and
prostate MRI segmentation [51]. We compare our method
with other methods on segmentation performance, perfor-
mance fairness, and collaboration fairness. We also conduct
in-depth analyses on our method, including convergence
speed, robustness to free riders and distribution changes,
and effectiveness of each component. For more results,
please refer to Appendix C.

4.1. Experimental Settings

Datasets. We evaluate our approach on two medical im-
age segmentation datasets: the prostate MRI dataset from
6 institutions [51-54], and the retinal fundus dataset from
6 different sources [50, 55-57]. Each institution/source is
treated as a single client, and the data is randomly split into
training, validation, and testing sets with a ratio of 0.5, 0.25,
and 0.25 for each client. All images are resized to 256 x256.
Note that the data collected from different medical centers
present realistic heterogeneous distributions, due to varying
local devices and imaging protocols. As shown in Fig. 2,
the retinal fundus dataset has lower data distribution simi-
larity among clients, while the prostate dataset has a rela-
tively higher data similarity.

Evaluation metrics. To comprehensively evaluate our ap-
proach, we adopt four different metrics. We use the Dice
coefficient (Dice) to evaluate segmentation results. We use
the Pearson correlation and Euclidean distance to measure
the performance fairness, and further add cosine similarity
to evaluate the accuracy of contribution estimation. Follow-
ing the fairness definition from [14,21], we also calculate
the standard deviation of test performance among clients.
Implementation details. In our implementation, all meth-
ods use the same training settings. The loss function is dice
loss [58], and the optimizer is Adam with 5 = (0.9,0.99).
The learning rate is 1e — 3 and the batch size is set to 8. We
trained for 200 federated rounds to ensure that the model
converged steadily, and the local update epoch is set to 1.
Baseline methods. We compare our approach with state-of-
the-art (SOTA) methods targeting collaboration fairness and
performance fairness, including: q-FedAvg [14], a method
to learn fair performance distribution; CFFL [ 18], a method
for collaboration fairness by evaluating local participant’s
validation accuracy; FedCI, a method we extend from a
client valuation method CI [24], by using the valuation re-
sults as aggregation weights; CGSV [19], a method quan-
tifying client reputation based on SV. Furthermore, we also



Table 1. Performance comparison using Dice score on image segmentation datasets of retinal fundus images and prostate MRI.

Task Retinal Fundus Segmentation Prostate MRI Segmentation
Client 1 2 3 4 5 6 Avg.  Std. 1 2 3 4 5 6  Avg. Std.
Standalone | 86.69 85.51 86.21 89.91 79.77 90.98 86.51 3.95 |91.23 84.59 87.57 87.37 86.70 89.25 87.79 2.26
FedAvg 81.34 8521 83.28 88.16 40.81 90.79 78.27 18.66|91.10 84.59 89.02 89.09 83.87 89.27 87.82 2.90
g-FedAvg 86.24 86.97 87.37 89.13 44.68 90.72 80.85 17.80|90.94 85.60 89.28 89.18 84.27 88.67 87.99 2.52
CFFL 85.72 86.29 86.96 88.62 41.12 90.16 79.81 19.02|91.01 8549 89.24 88.98 82.11 88.17 87.50 3.20
FedCI 87.02 86.93 87.35 88.53 40.99 90.22 80.17 19.24|91.21 85.40 89.49 88.37 83.96 88.49 87.82 2.68
CGSV 83.46 8557 8547 8848 33.79 91.01 77.96 21.80|91.15 84.90 89.27 88.09 83.47 89.16 87.67 291
FedCE (Multi.) | 86.73 87.45 87.51 89.26 57.30 90.25 83.08 12.70 | 91.43 85.79 89.21 89.13 85.68 88.62 88.31 2.22
FedCE (Sum.) | 87.22 87.36 87.93 89.66 54.42 90.92 82.92 14.03|91.18 85.54 89.59 89.22 8499 88.79 88.22 2.43
T Retinal Fundss ' Gieny Prostate MRI - Table 2. Fairness comparison with our method and others. We
. Al = o | 0 | e use Pearson correlation (1) and Euclidean distance () as metrics.
= dientd 1 £ Clientd Value in parentheses denotes the p-value.
- CI::tS . 270 L CI:::tS
- gt 7 20% “¥ gt Retinal Fundus Prostate MRI
C10% B1s%{ |\ Task . )
ol BN Segmentation Segmentation
05% sl | \\ - . Pearson |Euclidean| Pearson |Euclidean
=21 ] X _ Metric ) ) ) )
0.0% — o0% i B T \20; P Correlation | Distance | Correlation | Distance
) o L Pixel FedAvg [44] |88.82 (1.8¢72)| 38.94 |88.67 (1.9¢7%)| 3.31
Flgure 2. Pixel intensity d1§tr1but10ns. Left denotes samples from -FedAvg [14] |87.02 24¢)| 3896 [91.69 (1.0¢-3)| 2.61
retinal fundus dataset and right ones are from prostate MRI. . _
CFFL [18] [84.53 3.4 H)| 38.96 [92.47 (8.3¢7%)| 2.46
FedCI [24] |85.69 (2.9¢72)| 48.42 |93.57 (6.1 ®)| 2.25
—2 —2
compared with the FedAvg [44] and Standalone (local train- CGSV I ]. 87.47 (2'3672) 4947|8771 (2'2674) 345
ing and evaluation on each client’s own data). FedCE (Multi.)|88.94 (1.8¢7%)| 24.57 |98.25 (4.6¢ %) 1.09
FedCE (Sum.) |89.11 (1.7¢7%)| 24.69 [97.15 (1.2¢°%)| 1.41

4.2. Experimental Results

Segmentation performance. We first present the compari-
son on segmentation performance. Table 1 lists all the quan-
titative results for two segmentation tasks, including per-
formance on each client, the average performance, and the
standard deviation across clients.The goal of performance
fairness methods is to lower variance while maintaining the
average performance. From the table, it can be observed
that client 5 suffers a significant performance drop across
FL methods due to less similar data distributions in retinal
dataset. Since the compared methods may not specifically
consider such large heterogeneity in training data, their per-
formance on client 5 is lower than FedAvg and suffer a
higher standard deviation. For other clients, these meth-
ods present higher or comparable results. Compared with
them, our approaches achieve higher overall performance
with an increase of 2.23% and 2.07% and make improve-
ments on most clients (5 over 6). And the performance
variance of our method is significantly lower than others
(with a decrease of 5.10). For prostate MRI, most meth-
ods achieve higher average performance and lower variance
than FedAvg. And our methods outperform all SOTA meth-
ods in terms of overall performance and variance.

Performance fairness. One aim of our study is to improve
performance fairness, which we evaluate and compare our

method with others on fairness metrics. Besides comparing
the standard deviation of performance in Table 1, we further
consider using a scaled Pearson correlation and Euclidean
distance, which are also adopted in [19,40]. The results of
our fairness comparison are presented in Table 2, where we
calculate the Pearson correlation and Euclidean distance be-
tween the test Dice scores of standalone and other methods.
Our methods consistently achieve a high degree of fairness
compared to others, as indicated by the higher correlation
value and lower distance to the Standalone results. The
p-value of our results is smaller than 0.05 and also lower
than others. Notably, for prostate segmentation, we observe
that methods with better fairness than FedAvg also achieve
higher accuracy and smaller variance, highlighting the im-
portance of fairness metrics in performance evaluation.

Collaboration fairness. For collaboration fairness, our
proposed method provides an indication of reward/profit
distribution by measuring the contribution of clients. For
methods in comparison, except FedAvg, the aggregation
weights of others are also dynamic during training. So
we take the aggregation weights as client contributions and
perform the comparison. To obtain the ”ground-truth” of
a client’s contribution, we conduct leave-one-out experi-



Table 3. Client contribution estimation comparison by comparing the results of leave-one-out with that of our method and others. We use
Pearson correlation (1), Euclidean distance ({.), and cosine similarity (1). Value in parentheses denotes the p-value.

Task Retinal Fundus Segmentation Prostate MRI Segmentation
Metric Pearson Euclidean | Cosine Pearson Euclidean | Cosine
Correlation | Distance | Similarity | Correlation | Distance | Similarity

FedAvg [44] | -39.76 (4.4e™1) 0.55 0.26 3.01 9.5¢71) 0.62 0.52
g-FedAvg [14] | 63.28 (1.8¢™") 0.31 0.57 63.35 (1.8¢7 1) 0.59 0.57
CFFL [18] 0.90 (9.9¢71) 0.45 0.47 75.44 (8.3¢7%) 0.49 0.74
FedCI [24] |-12.36 (8.2¢™ 1) 0.37 0.53 -0.31 (1.0e%) 0.61 0.53
CGSV [19] |-44.50 (3.8¢71) 0.57 0.22 -1.85(9.7¢71) 0.63 0.50
FedCE (Multi.) | 94.93 (3.8¢7%) 0.17 0.82 93.12 (6.9¢7%) 0.49 0.75
FedCE (Sum.) | 96.34 (2.0¢™3) 0.22 0.73 93.53 (6.1e7%) 0.53 0.69
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Figure 3. Convergence analysis in terms of validation Dice score with the different number of communication rounds.

ments, a popular and reliable way for data valuation [38].
This approach assesses how much performance we will lose
if we remove a certain client. After obtaining leave-one-
out results, we compare them with contributions estimated
by our approach and other methods. Table 3 presents all
the comparison results using three different metrics. It can
be observed that, our methods achieve a higher correlation
and cosine similarity, as well as lower distance compared
with others. We notice that FedAvg presents a low correla-
tion value, it is reasonable because the proportion of sample
number may not correlate well with performance improve-
ments. These three metrics comprehensively validate the
accuracy of our client contribution estimation.

4.3. Analytical Studies

We further conduct in-depth analytical studies to investi-
gate key properties of our method, including: i) the conver-
gence speed; ii) the robustness against free riders; iii) the
robustness against distribution changes; and iv) the contri-
bution of each measurement metric.

Convergence speed. We first show the average validation
Dice score across clients per communication round for dif-
ferent FL methods. As shown in Fig. 3, it can be observed
that the curves of our methods converge to higher perfor-
mance with faster speed than compared methods. This at-

tributes to our contribution-based aggregation, which in-
volves diverse gradients to promote global model optimiza-
tion on the overall data distribution. This observation also
validates our theoretical analysis that using contribution es-
timation to aggregate models in FL helps promote conver-
gence. In addition, we applied Savitzky—Golay filter [59] to
smooth the curves to better present the overall trend.

Robustness against free riders. We then study a situation
where a “free rider” joins the FL: if a client does not have
enough data to participate in FL, it may cheat by repeat-
ing one image several times, and try to obtain the global
model for its own use. However, in such case, the free
rider has almost no contribution to the global training, and
it should not enjoy such “free lunch” [60]. We hereby con-
sider identifying the free rider by calculating a new value,
which is the multiplication of local-global gradients cosine
similarity and local-global model error difference. Note that
these gradients and models are naturally generated during
our method training. The results are shown in Fig. 4, we
present snapshots on six communication rounds. Each row
denotes an independent federated training, and the y-axis
shows which client is the free rider. It can be observed that
free riders are detected at very early stages, i.e., within 10
rounds, and as training goes on, the results become more
significant. Note that when client 6 is the free rider, even
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Figure 5. Study to validate the distribution shift robustness of
our contribution estimation metric. The y-axis denotes the rela-
tive weight percentage, and A denotes the differences.

though client 5 has a relatively high value of 0.03 at round
10, client 6 has a significantly higher value (over 5 times)
than client 5. Our results present the potential of identifying
free riders at an early stage to save time and development
costs in real-world practice.

Robustness against distribution changes. For client con-
tribution estimation, we may expect that the relative value
among clients should be robust to distribution changes.
Therefore, we form two distributions to investigate the es-
timation robustness of our method. We notice the over-
all clients’ distributions differ a lot by including/excluding
client 5 on retinal fundus dataset. We use “original distri-
bution” to denote all 6 clients and “distribution excluding
Client 5” to denote the collection of other 5 clients. We
present the estimation value in Fig. 5. The five estima-
tion results from “original distribution” are re-normalized.
Our metric presents similar estimation values for these 5
clients, even though the overall distributions are different.
The value changes are smaller than 1%. And two different
estimations have a similar trend, as shown by the curves.
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Figure 6. Ablation study on effects of two separate contribution
quantification metrics and their combination on two datasets.

This study also empirically validates our theorem 3.2 for
the upper bound of value changes under distribution shift.
Contribution of each component. We further conduct the
ablation study for our two components (i.e., I'(cos) and
T(err)). As shown in Fig. 6, solely using either one will
lead to a decrease in the performance on both segmenta-
tion tasks. This is reasonable because either individual
metric may not be able to fully quantify the contribution.
As for the combination, the performance improvements re-
flect how the two components play complementary roles in
improving the global model. Please note, on the prostate
dataset, the performance differences by single measurement
and multiplication are marginal. This may be because both
follow similar trends for this application, where the differ-
ences between clients are significantly smaller than in the
retinal dataset. Even in this case, the summation combina-
tion still shows improved performance.

5. Conclusion

We have studied a novel and practical problem of jointly
tackling collaboration fairness and performance fairness.
We have proposed a novel method to estimate client con-
tributions from both gradient and data space, followed by
a fair reward allocation based on those estimates. We fur-
ther design a novel fair FL algorithm by using the estimated
contributions to re-weight the global aggregation. Our so-
lution provides inspiration to motivate more clients to join a
FL project, leveraging larger and diverse data, benefiting the
acceptance of FL for medical imaging and healthcare appli-
cations. We conducted comprehensive experiments on two
medical datasets and provided theoretical analysis for esti-
mation robustness and model convergence. Our proposed
estimation mechanism is extendable to other FL problems,
such as Non-IID data and adversarial robustness. For future
work, we plan to extend our method to detect adversarial
clients and consider fairness on clients with noisy data.
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Roadmap of Appendix: The Appendix is organized as
follows. We present theoretical proof of the robustness of
distributional changes in Section A, the proof of conver-
gence in Section B. Additional experiment results are in
Section C.

A. Proof of Value Difference Upper Bound
A.l. Preliminary

Given two distributions D, and D; over Z, let I1; denote
the collection of joint distributions over Z x Z. In partic-
ular, for all m € I, if iid draw (s,t) ~ m, then s ~ Dy
and t ~ Dy. Given a metric d over Z, the Wasserstein dis-
tance is defined as the infimum over all such 7 € II; of the
expected distance between (s, t) ~ .

Wi (Ds,Dy) 2 inf E

w€llst (s,t)~m

[d(s, 1)]. (7

A.2. Assumptions and Proofs

First, we state the assumption of Lipschitz stable, which
is derived from a standard notation of deletion stability,
often studied in the context of generalization [61]. Fol-
lowing [43], we assume our potential function is B(k)-
Lipschitz stable.

Assumption A.1 Let (Z,d) be a metric space. For po-
tential function I' and non-increasing B : N — [0,1], T
is B-Lipschitz stable with respect to d if for all k € N,
SezZF-1andall z, 7 € Z,

INCRESY

For the convenience of notation, for any z € Z and
subset S C Z, we denote A, T'(S) = T'(S\{z},{z}).
Therefore, fixing z € Z, we can write 7(z;T,D,N) as
Espn[A.T(S)]. Let 7 € Il be some coupling of D,
and D;, we reformulate this expectation as:

—T(S,{Z})| <B-d(z7). 8)

E [AT(S) = E
S~DN SXT~mN
= E
SxT~mN

+ E

SXTr~mN
B [AT(S) -

SxT~mN

+ E
T~DN

[A-T(S)]

[AZF<S) - AzF(T)]

[AT(T)] 9)

AT(T)]
[A:T(T)],

where the first and last equation follow our definition that
the marginals of 7 are D, and D;, and the second equation
follows by the linearity of expectation.

Then we bound the first term [A,T'(S) — A,T(T')]. By
expanding the difference between A,I'(S) and A,T'(T)
into a telescoping sum of N pairs of terms, we bound each

11

pair to depend on a single draw (s;,t;) ~ . For S,T €

ZN and i € {0,...,N}, denote Z; = (U;y=1+13j) U

(U;Zl tj), such that Zy = S and Zny = T. Then we can
expand the first term as:

N
AT(S)=AT(T)=Y AT (Zi-1) — A.T(Z;). (10)

i=1

Since we assume I is B-Lipschitz stable, we can derive the
following bound:

o o [8T(S) = AT(T)]
N
= E Z:Azr i-1) — AT (Z))
N
=ZST1§WN[A I'(Zi-1) = AT (Z)]

AT (RU{si}) = AT (RU{t:})]

REZ

N
<2 E Sl,ti
< g E_ )
<2NB E [d(s,1)],

(s,t)~m
1D
where the last two inequality follow the B-Lipschitz as-
sumption and the fact that each draw from 7 is iid. Finally,
we re-write the differences in values in terms of the infimum
over Il; to complete the bound.

D(Z’]-—‘vDSvN) —ID\(Z,F,DhN)

< inf E [A.T(S) -
m€llsy [SXT~mN
<ONB inf E [d(s,1)]
m€llsy (s,t)~m

=2NB - Wi (Ds, Dy)

A:T(T)]
(12)

B. Proof of FedCE Convergence
B.1. Preliminary

We start by setting up the basic FL training and objective.
Then we give the proof of our theorem.

Let G ;) denotes the locally accumulated stochastic
gradients scaled with a factor . For the local client gra-
dients and global model update, we have the following rule:

2 Rikiy—1 , A
{ Gy = Yk.g) 2=A=0 W’(k,i)VFz <w(k,i)) (13)
Wt — Wi = —ndy,



where dj, 2 YN, piGx,i). and Ky ;) denotes the lo-
cal update iterations (steps) for the client ¢ at the k-
th round. V(Ak,i) denotes an arbitrary scalar, where
Yiki) = Dhar > Vil Ykeri) = V(o) |l and we assume
Z]\i i Fk )1
=1 v i) /R =0
summation of aggregation factors is 1 for each communi-
cation round. For the global direction, we denotes it as the
global gradient V|| F'(wy)||. In particular, the global gradi-
ent in FL is the We]ifghted average of all training clients, i.e.,
VIF(w)| £ Y2, piVFi(wy), where VE;(wy,) is local
gradient of wy, calculated on all training data from client
1. In FL, the learning objective is to find an optimal global
model wj, by minimizing F' (w3, ), that is:

V(A;m-) = 1 to make sure the

wj, = argmin F (wy,) . (14)

In other words, the loss value of F'(wy) should decrease as
training goes (k increases). For the k-th round, we have the
objective of:

wi,y 2 argmin {F (wj, ) — F (wy)}. (15)

By comparing Eq.(13) and Eq.(15), we have |dg| <
IVE(wy)]].

B.2. Assumptions

We first state the assumptions on local function smooth-
ness and bounded gradients, which are commonly adopted
in optimization literature [45—49].

Assumption B.1 Each local objective function is Lipschitz
smooth, that is, for k € [0, K — 1]:

IVF (wi11) = VF (wy) || < L ||wg 1 — wg|

Assumption B.2 For any local gradient VFi(wZ\k’i)) and
A € [0, 7,5 — 1], there exists By, ;) > 0, such that,

|VE: () = VE (wih)|| < B

Assumption B.3 For all local gradients, s € [0, \| and X €
[1, K15y — 1], there exists constants 6, ; >0, such that,

A—-1
> VE (wl)

s=0

A
‘“’k ~ Wik,

2 A1
2
< O(k,i) Z IVE (wy)||

s=0

B.3. Proof of the convergence theorem

In this part, we show how to derive the convergence the-
orem. First, we start with the differences between w11 and
wy,. Since the global gradient is Lipschitz smooth, we have:

F(wpy1) = F (wy)
L
SVE (wi) (Wetr — wp) + 5wk — wy|® (16)

2
L
= — 0 (VF (wp)  di) + T el

The first inequality is from Lipschitz smooth assumption
and the second equation is by inserting Eq.(13). Then we
reformulate the inner product term into the following form:

1 1
(VF (wy) ,dy) = 5 IVF (wy)|* + 3 dy|? 7
7
1
- §HVF(wk) — di|*.

By substituting Eq.(17) into Eq.(16), the inequation can be
formulated as:

F(wgi1) — F (wg)

<
<-3n

2
n-L 2
|

[VF (wp) >+ el — |V F (wy) — di )

n(nL —1)

1
= r 2
SIVE(wi)|” + ==

[ d ||
n 2
+ §HVF(wk) — dy||
2
n
(

L
L2 I VF @) + 2IVF(wr) - dl

<

(18)
when nL — 1 > 0. The last inequality is because ||dy|| <
IVF(wy)||. Next, we present how to bound the term
IV F(wy) — i

By the definition of dj, fori € [1, N]and k € [0, K —1],
we have:
2

N
IVF(wy) — di|* = HVF (wi) = > _ G
i=1

N 2
= Zpi (VFi (wy,) — G(k,i))
i=1
al 2
<> pi |[|[VE (wi) — G|
i=1
N 1 Ii(kyi)fl
— ) ) _ A ] A
= sz VF; (wy) Yoo Z Vik,iy VEi (w(m)>
i=1 ") X=0
N Kk,i) ~1 Y
=S nl| Y (VE ) -V (w),)
i—1 A=o (ki)
N K(k,i)—1 'Y}\ ) 9
=1 Ao (kD) "
N K(k,i)—1 62 A
ki) Y (ki 2
<SS ¥ F(ksi) T(krt) ‘wk —wy|

1 =0 V(K1)

K3

19)

where the first and second inequality uses Jensen’s Inequal-
ity and the last inequality follows our assumption B.2. For



training in FL, when local iteration A = 0, we have wy =
w(j, ), this induces [|wy — w(, ,[|> = 0in Eq.(19). So we
consider the differences when A > 1.

2

Z VFE; (w(k 1))

A—1
<00y Y IVE (wy)|

s=0

s~ wtio|]

(20)

:7]26(16’1')/\ ||VF (wk)||2 .

The inequality here follow our assumption B.3. By inserting
this equation back to Eq.(19), we obtain:

IVF(wy) — dy||*

N K(k,i)—1 52

)9 (ki ’7
DIIDIEY “‘H)—)”“” IV F ()
i=1
N
KKk, — 1 ||’Y ki ||1
i=1
21

For the ease of notation, we define p; = H,y(li‘y()"‘li\}%

and A 5 =10\/Fka) (K1) — 1)6(2,€’i)5(k’i). Then we have:

IVF(wg) — dy||”
n N
<2 Pipeiy A | VE (wy)|?
2 g (22)
n N
= 5 IVF(wi)]? D ik Ak
=1

After obtaining the bound of the differences between server
and normalized gradient, we are now ready to derive the
final result. Substituting Eq.(22) into Eq.(18), we have:

F(wpq1) = F (wy)
<(LE IV F ()

9 N
n
+ o IVE(we) 12> pipges) Ak

i=1

n) IVE (wr)|>.
(23)

N
n
= <4(277L + Zpip(k,z’)nA(k,i)) -

i=1

B.4. Proof of the convergence corollary

Here we further analyze relations between convergence
and our reweighting factors to present the effects of our
methods. Recall that in Eq.(18), nL > 1. We also assume

13

_n

4
K.

n

4

the summation of aggregation factors is 1. Therefore, we
can construct an inequation as below:

N
(aniAl/
i=1

N
(k,zi) + UZPiP(k,i)L> >1, (24)

=1

where SN piA(llg) is always positive.
Next, to ensure the model converge in Theorem 3.3,

we need (2(277L + Ei]ilpip(k1i)77A(k,i)) — 77) < 0, that

is, (i(QnL-i-ZZ]-V:l pip(k,i)nA(kyi))) < 1. By inserting
Eq.(24), we have:

N
n
1 <2L + ZPiP(k,i)A(k,i)>

(2Lp(k %) + P(k,i) A(k ) )
N

+ UZpip(k,i)L>
=1

(4(A(,§ '+ o, Z)L))

(25)
ne
(k i)

IN

”MZ an L'MZ

To ensure this inequality always hold, we have:

1/2
2Lp(,iy + PikiyAck,i) < 4(A(;£ o TPk L)

1/2
Py (Agkiy — 2L) < 4A S

1/2
) 4A(k 9
(k, Z) - (A(k i) — 2L)

2L > 0)

(26)

(when Ay, 5) —

We consider the convergence case when A, ;) is domi-
nant, then we have:

1/2
4A ki) 1 )

P < _o @
(1) (A,i) —2L) ( A,

This indicates that the model converges when p;, ;) sat-
isfy this condition. And we are able to minimize the upper
bound of p(; ;) by increasing A ;).

Recall that A(k,i) = H\/W(K(k ) — l)ﬁ?k7i)5(k,i)-
The items 7 and k() are related with experimental set-
tings. It is easy to understand that, if the training data are
iid, increasing the learning rate n or performing more lo-
cal iterations ky, ;) improves the convergence. For non-iid
data, the convergence is also affected by data distribution.
If we increase learning rate or local step, the model conver-
gence speed may be improved at an early stage. However, it
may let the model trap into a local optimum or suffer large
client drifts when data are heterogeneous [48].



Next we focus on terms of B(Qk 0 and 0, ), which are
related to our assumptions on the local gradients and pa-
rameters. According to Eq.(20), we have:

HVFi (wy) — VF; (wg\k’i)> H2
P

B(Qk,i) Z

A
H“’k‘ — W (28)

o) - 5 ()|
1260 A |V F (wy)||?

3

which is also related to (4 ;). So we focus on discussing
the relations between 4, ;) and convergence. From the As-
sumption B.3, we have:

2
A—1 s
[EE A (wn)|

5k,i > - 29)
0= S NOF (wh)

This term quantifies the percentage of local gradients over
the global(aggregated) gradients. That is, to increase d(y ;)
we need to weigh more on local gradients from client i.
Since the client with boundary data or different distribu-
tion is under-represented during training, which harms the
overall convergence. We need to assign higher weights to
promote training on this kind of client, thus improving con-
vergence. This well matches our contribution estimation
method, i.e., allocating higher weight to clients presenting
different information in gradient space or suffering high er-
ror on local data when their gradient is excluded.

C. Additional Experimental Results

In this section, we present more results of our method,
including the free rider detection, discussion on client con-
tributions, and visual comparison of segmentation results.

Free rider detection. We first present more results for the
free rider detection using the prostate dataset. As discussed
in the experiment section, we have combined the local-
global gradients cosine similarity and local-global model er-
ror difference to detect the free rider client. Here we further
present the results by using calculating the cosine similar-
ity between local and global gradients, as shown in Fig. 7.
From the figure can be observed that the similarity between
local gradients from the free rider and global clients de-
creases lower with training goes on. The free rider client
can be distinguished within 50 rounds. Interestingly, we
observe that client 6 presents a high cosine similarity, ex-
cept itself is the free rider. This is because client 6 has more
samples than other clients, and the gradients dominate oth-
ers during the aggregation. Therefore, it is critical to com-
bine both gradients and performance, which well matches
our motivation for method design.
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Figure 7. Free rider study by using cosine similarity between local
and global gradients. X-axis denotes the communication rounds

and y-axis denotes the similarity.

Client contribution quantification. We propose to quan-
tify the client contribution by using the leave-one-out exper-
iment, which is a popular and reliable way for data valua-
tion [38]. It assesses how much performance we will lose if
we remove a certain client. However, it would be too com-
putationally expensive to perform in practice. We hereby
calculate the leave-one-out results as a reference to quantify
client contribution in the context of performance. Specifi-
cally, we run six independent federated training by remov-
ing client¢ € {1,...,6} to calculate the performance drop.
Then we obtain the performance contribution by calculating
the proportion of drop, i.e., a larger performance drop indi-
cates this client has a larger performance contribution. Fur-
thermore, in standard federated averaging algorithm [44],
the sample proportion is typically used to indicate the im-
portance (e.g., aggregation weight) of clients. So we calcu-
late the sample contribution based on training samples. The
results are shown in Table 4 and 5. From the two tables can
be observed that, because the medical data collected from
different sources are heterogeneous, the sample contribu-



Table 4. Client contribution quantification on the retinal fundus dataset by using performance drop with regard to leave-one-out experiments

and using training sample proportions.

Client 1 2 3 4 5 6 No

Metric Disc Cup Disc Cup Disc Cup Disc Cup Disc Cup Disc Cup | Disc Cup

Dice 86.84 74.06 88.26 74.21 88.46 73.25 87.41 73.58 82.52 70.66 89.43 74.05|89.43 75.50
A Dice -259 -144 -1.17 -129 -097 -225 -2.02 -192 -691 -484 0.00 -1.45 -
Performance Contribution 15.00% 9.50% 12.00% 15.00% 44.00% 5.50% -
Training Samples 50 98 47 230 80 400 -
Sample Contribution 5.52% 10.83% 5.19% 25.41% 8.84% 44.20% -

Groundtruth FedAvg g-FedAvg CFFL FedCl CGSV Ours (Multi.) Ours (Sum.)

Figure 8. Qualitative comparison on the results of optic disc/cup segmentation from retinal fundus images. Each row denotes a client.

tion does not strongly correlate with performance contribu-
tion, that is, more samples from one client may not improve
the overall global performance a lot. This may be because
some other clients with similar data distribution play a com-
plementary role. For example, client 6 in the retinal dataset
has over 40% sample contribution, but the performance con-
tribution is 5.5% by the leave-one-out results. Therefore,
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solely considering the sample number is not enough if we
aim to have a global model robust to various data distribu-
tions. In our experiments, we have presented how to pro-
mote collaboration fairness by considering the client contri-
bution, which is reflected by client performance improve-
ments. For the final client reward or credit allocation, it is a
comprehensive procedure that needs to cover multiple dif-



Table 5. Client contribution quantification on the prostate dataset by using performance drop with regard to leave-one-out experiments and
using training sample proportions.

Client 1 2 3 4 5 6 No
Dice 84.90 87.95 87.91 87.97 76.67 87.53 | 88.32
A Dice -3.43 -0.37 -0.42 -0.36 -11.65 -0.80 -
Performance Contribution 20.13%  2.19% 1.74% 2.09% 68.47% 4.68% -
Training Samples 381 238 278 242 389 814 -
Sample Contribution 16.27% 10.16% 11.87% 10.33% 16.61% 34.76% -

Table 6. Performance comparison using Dice score on image segmentation datasets of retinal fundus images and prostate MRI.

Task Retinal Fundus Segmentation Prostate MRI Segmentation

Client I 2 3 i 5 6  Avg. S | 1 3 7 5 6 Avg. Std.
86.69 8551 8621 89.91 79.77 90.98 9123 8459 87.57 8737 86.70 89.25

Standalone | |y 3> 141 10,69 4015 £1.59 +£0.06 S0 39| 1040 1055 £0.86 032 £0.05 +0.13 o0 226
8134 8521 83.28 88.16 40.81 90.79 91.10 8459 89.02 89.09 83.87 89.27

FedAve | 1308 10.15 +1.60 +045 +6.57 +046 527 18661 1510 1044 1037 2075 2042 +0.10 3782 290
86.24 8697 8737 89.13 44.68 90.72 90.94 85.60 89.28 89.18 8427 88.67

a-FedAve | )80 1020 £0.66 +040 +3.42 +0.15 2085 17801 1505 1056 £0.37 +0.85 2032 +009 590 232
8572 8629 8696 88.62 41.12 90.16 91.01 8549 8924 8898 8211 88.17

CFFL 4217 £1.32 4058 £1.95 +235 +095 OV 19021 1667 1072 £039 £0.86 4220 041 570 320
87.02 8693 8735 88.53 4099 90.22 9121 8540 89.49 8837 83.96 88.49

FedCl 11147 £041 2040 £039 +7.94 +0.14 S017 19241168 41074 +0.57 +£094 +049 +028 5/ 8% 268
8346 8557 8547 8848 33.79 91.01 91.15 84.90 89.27 88.09 8347 89.16

CGSV 1 1153 2015 £079 2071 259 +0.65 20 2180|1538 1066 +£035 £0.93 +034 +025 567 291
18673 87.45 8751 89.26 57.30 90.25 91.43 85.79 8921 89.13 85.68 88.62

FACEMUD 1146 +0.14 2057 +032 +132 <015 P 1270)4033 1055 +046 +059 <029 +0.10 B8 222
87.22° 87.36 87.93 89.66 5442 90.92 9118 8554 $9.59 8922 $4.99 88.79

FedCE (Sum) | L 61 £0.60 £0.56 £029 +1.84 +028 5292 14031 1030 4019 1033 2082 +£044 +005 S22 243

ferent aspects, including our studies performance, as well as
more factors like the computing cost, annotation cost, data
quality, etc. The study on final client rewards or monetary
allocation is still an open and important question that needs
to be further investigated.

Distribution shifts on two datasets In this work, we con-
sider two types of data heterogeneity sources to cover real
medical scenarios. First is feature space shift from dif-
ferent imaging devices/protocols and variations during the
imaging process, etc. In our scenario, prostate MRI data is
captured by different machines and imaging protocols, and
fundus image varies with different machines, illumination
conditions, field of views, etc. The retinal dataset is “less
homogeneous” than the prostate dataset because of more
variations in color space and field of view. Besides the fea-
ture shift, we also consider an additional special case shift,
reflected by the retinal data: one of the clients has a differ-
ent image setting (dual) from others (mono). This may not
apply to most medical applications, hence is a “less homo-
geneous” data than most modalities.

Complete results with three random seeds We present
the complete experiment results by reporting the mean and
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standard deviation of three independent runs in Table. 6.
Notably, in the retinal fundus segmentation task, other com-
pared methods exhibit a large standard deviation for the spe-
cial client 5, while our method is more stable. Overall, our
method yields stable results, demonstrating its reliability.

Visualization of segmentation results. We further
present more qualitative segmentation results comparison
on both retinal fundus dataset and prostate MRI dataset,
as shown in Fig. 8 and Fig. 9. In two figures, each row
denotes one sample from a specific client, and each col-
umn denotes one method. We can see the samples visually
looks different, showing the data heterogeneity of medical
images collected from different hospitals/sources. Com-
pared with alternative methods, which may present a less
smooth boundary or cover more or less region, our methods
(i.e., the multiplication and summation versions defined in
Eq. 4.) present a more complete segmentation results with
more accurate boundary and segmented region.



Groundtruth FedAvg g-FedAvg CFFL FedCl CcGSV Ours (Multi.) Ours (Sum.)

Figure 9. Qualitative comparison on the results of prostate segmentation. Each row denotes a client.
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