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Abstract

Temporal modeling is crucial for multi-frame human
pose estimation. Most existing methods directly employ
optical flow or deformable convolution to predict full-
spectrum motion fields, which might incur numerous irrele-
vant cues, such as a nearby person or background. Without
further efforts to excavate meaningful motion priors, their
results are suboptimal, especially in complicated spatio-
temporal interactions. On the other hand, the temporal
difference has the ability to encode representative motion
information which can potentially be valuable for pose es-
timation but has not been fully exploited. In this paper, we
present a novel multi-frame human pose estimation frame-
work, which employs temporal differences across frames to
model dynamic contexts and engages mutual information
objectively to facilitate useful motion information disen-
tanglement. To be specific, we design a multi-stage Tem-
poral Difference Encoder that performs incremental cas-
caded learning conditioned on multi-stage feature differ-
ence sequences to derive informative motion representa-
tion. We further propose a Representation Disentanglement
module from the mutual information perspective, which can
grasp discriminative task-relevant motion signals by explic-
itly defining useful and noisy constituents of the raw motion
features and minimizing their mutual information. These
place us to rank No.1 in the Crowd Pose Estimation in Com-
plex Events Challenge on benchmark dataset HiEve, and
achieve state-of-the-art performance on three benchmarks
PoseTrack2017, PoseTrack2018, and PoseTrack21.

1. Introduction

Human pose estimation has long been a nontrivial and
fundamental problem in the computer vision community.
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Figure 1. Directly leveraging optical flow can be distracted by
irrelevant clues such as background and blur (a), and sometimes
fails in scenarios with fast motion and mutual occlusion (b). Our
proposed framework proceeds with temporal difference encoding
and useful information disentanglement to capture more tailored
temporal dynamics (c), yielding more robust pose estimations (d).

The goal is to localize anatomical keypoints (e.g., nose, an-
kle, etc.) of human bodies from images or videos. Nowa-
days, as more and more videos are recorded endlessly,
video-based human pose estimation has been extremely de-
sired in enormous applications including live streaming,
augmented reality, surveillance, and movement tracking
[22,33,42].

An extensive body of literature focuses on estimating
human poses in static images, ranging from earlier meth-
ods employing pictorial structure models [41,49,53,67] to
recent attempts leveraging deep convolutional neural net-
works [33,47,54,56] or Vision Transformers [30, 59, 63].
Despite the impressive performance in still images, the ex-
tension of such methods to video-based human pose estima-
tion still remains challenging due to the additional temporal
dimension in videos [32,55]. By nature, the video presents
distinctive and valuable dynamic contexts (i.e., the tempo-
ral evolution in the visual content) [69]. Therefore, being
able to effectively utilize the temporal dynamics (motion
information) is fundamentally important for accurate pose



estimation in videos [33].

One line of work [33, 35, 52] attempts to derive a uni-
fied spatial-temporal representation through implicit motion
compensation. [52] presents a 3DHRNet which utilizes 3D
convolutions to extract spatiotemporal features of a video
tracklet to estimate pose sequences. [33] adopts deformable
convolutions to align multi-frame features and aggregates
aligned feature maps to predict human poses. On the other
hand, [38,43, 65] explicitly model motion contexts with op-
tical flow. [38, 43] propose to compute dense optical flow
between every two frames and leverage the flow features for
refining pose heatmaps temporally across multiple frames.

Upon studying the previous methods [32,33,38,43], we
empirically observe that the pose estimation performance
is boosted with the implicit or explicit imposition of mo-
tion priors. However, the movement of any visual evidence
is usually attended to in these paradigms, resulting in clut-
tered motion features that include numerous irrelevant in-
formation (e.g., nearby person, background), as illustrated
in Fig. 1. Directly exploiting such vanilla motion features
delivers inferior results, especially in complex scenarios of
mutual occlusion and fast motion. More specifically, not all
pixel movements are equally important in video-based hu-
man pose estimation [64]. For example, background vari-
ations and pixel changes caused by image quality degrada-
tion (e.g., blur and occlusion) are usually useless and dis-
tracting, whereas the salient pixel movements driven by
human body motions play a more important role in un-
derstanding motion patterns [19]. Therefore, discovering
meaningful motion dynamics is crucial to fully recovering
human poses across a video. On the other hand, investigat-
ing temporal differences across video frames allows one to
discover representative motion cues [23,50,57]. Although
it has already shown success in various video-related tasks
(action recognition [50], video super-resolution [22]), its
application on video-based human pose estimation remains
under-explored.

In this paper, we present a novel framework, named
Temporal Difference Learning based on Mutual
Information (TDMI) for human pose estimation. Our
TDMI consists of two key components: (i) A multi-
stage Temporal Difference Encoder (TDE) is designed to
model motion contexts conditioned on multi-stage feature
differences among video frames. Specifically, we first
compute the feature difference sequences across multiple
stages by leveraging a temporal difference operator. Then,
we perform incremental cascaded learning via intra-
and inter-stage feature integration to derive the motion
representation. (ii) We further introduce a Representation
Disentanglement module (RDM) from the mutual infor-
mation perspective, which distills the task-relevant motion
features to enhance the frame representation for pose
estimation. In particular, we first disentangle the useful

and noisy constituents of the vanilla motion representation
by activating corresponding feature channels. Then, we
theoretically analyze the statistical dependencies between
the useful and the noisy motion features and arrive at
an information-theoretic loss. Minimizing this mutual
information objective encourages the useful motion com-
ponents to be more discriminative and task-relevant. Our
approach achieves significant and consistent performance
improvements over current state-of-the-art methods on
four benchmark datasets. Extensive ablation studies are
conducted to validate the efficacy of each component in the
proposed method.

The main contributions of this work can be summa-
rized as follows: (1) We propose a novel framework that
leverages temporal differences to model dynamic contexts
for video-based human pose estimation. (2) We present a
disentangled representation learning strategy to grasp dis-
criminative task-relevant motion signals via an information-
theoretic objective. (3) We demonstrate that our approach
achieves new state-of-the-art results on four benchmark
datasets, PoseTrack2017, PoseTrack2018, PoseTrack21,
and HiEve.

2. Related Work

Image-based human pose estimation. With the re-

cent advances in deep learning architectures [16,48] as well
as the availability of large-scale datasets [, 11,21,31], var-
ious deep learning methods [2, 10,30,44,56,59,63] are pro-

posed for image-based human pose estimation. These ap-
proaches broadly fall into two paradigms: bottom-up and
top-down. Bottom-up approaches [7, 27, 28] detect indi-
vidual body parts and associate them with an entire per-
son. [28] proposes a composite framework that employs
a Part Intensity Field to localize human body parts and
uses a Part Association Field to associate the detected body
parts with each other. Conversely, fop-down approaches
[13,30,44,54,56] detect bounding boxes of persons first and
predict human poses within each bounding box region. [44]
presents a high-resolution convolutional architecture that
preserves high-resolution features in all stages, demonstrat-
ing superior performance for human pose estimation.
Video-based human pose estimation. Existing
image-based methods could not generalize well to video
streams since they inherently have difficulties in capturing
temporal dynamics across frames. A direct approach would
be to leverage optical flow to impose motion priors [38,43].
These approaches typically compute dense optical flow
among frames and leverage such motion cues to refine
the predicted pose heatmaps. However, the optical flow
estimation is computationally intensive and tends to be
vulnerable when encountering severe image quality degra-
dation. Another approach [5, 32, 33, 52] considers implicit
motion compensation using deformable convolutions or



3DCNNES. [5,32] propose to model multi-granularity joint
movements based on heatmap residuals and perform pose
resampling or pose warping through deformable convolu-
tions. As the above cases generally consider motion details
from all pixel locations, their resulting representations are
suboptimal for accurate pose estimation.

Temporal difference modeling. Temporal difference
operations, i.e., RGB Difference (image-level) [36, 50,51,

] and Feature Difference (feature-level) [23, 29, 34], are
typically exploited for motion extraction, showing out-
standing performance with high efficiency for many video-
related tasks such as action recognition [29, 50] and video
super-resolution [22]. [36, 50, 69] leverage RGB difference
as an efficient alternative modality to optical flow to rep-
resent motions. [22] proposes to explicitly model temporal
differences in both LR and HR space. However, the addi-
tional RGB difference branch usually replicates the feature-
extraction backbone, which increases the model complex-
ity. On the other hand, [23, 29, 34] employ a feature dif-
ference operation for network design which our work falls
within this scope more closely. In contrast to previous meth-
ods that simply compute feature differences, we seek to
disentangle discriminative task-relevant temporal difference
representations for pose estimation.

3. Our Approach

Preliminaries. Our work follows the top-down
paradigm, starting with an object detector to obtain the
bounding boxes for individual persons in a video frame
I;. Then, each bounding box is enlarged by 25% to crop
the same individual in a consecutive frame sequence
Xy = (Ii—s,.., It, ..., I115) with ¢ being a predefined
temporal span. In this way, we attain the cropped video clip
X =(I}_s, ... I}, ... I\ ;) for person i.

Problem formulation. Given a cropped video seg-
ment X ; centered on the key frame I, i we are interested
in estimating the pose in I}. Our goal is to better lever-
age frame sequences through principled temporal difference
learning and useful information disentanglement, thereby
addressing the common shortcoming of existing methods in
failing to adequately mine motion dynamics.

Method overview. The overall pipeline of the pro-
posed TDMI is outlined in Fig. 2. Our framework consists
of two key components: a multi-stage Temporal Difference
Encoder (TDE) (Sec. 3.1) and a Representation Disentan-
glement module (RDM) (Sec. 3.2). Specifically, we first
extract visual features of the input sequence and feed them
to TDE, which computes feature differences and performs
information integration to obtain the motion feature M:.
Then, RDM takes motion feature Mi as input and exca-
vates its useful constituents to yield Miu Finally, both the
motion feature Mffu and the visual feature of the key frame

are aggregated to produce the enhanced representation I'N“;

1:“% is handed to a detection head which outputs the pose
estimation H:. In the following, we explain the two key
components in depth.

3.1. Multi-Stage Temporal Difference Encoder

As multi-stage feature integration enables the network
to retain diverse semantic information from fine to coarse
scale [24, 37, 64], we propose to simultaneously aggregate
shallow feature differences (early stages) compressing de-
tailed motion cues and deep feature differences (late stages)
encoding global semantic movements to derive informative
and fine-grained motion representations. A naive approach
to fuse features in multiple stages is to feed them into a
convolutional network [9, 26]. However, this simple fu-
sion solution suffers from two drawbacks: (i) redundant fea-
tures might be over-emphasized, and (ii) fine-grained cues
of each stage cannot be fully reserved. Motivated by these
observations and insights, we present a multi-stage tempo-
ral difference encoder (TDE) with an incremental cascaded
learning architecture, addressing the above issues through
two designs: a spatial modulation mechanism to adaptively
focus on important information at each stage, and a pro-
gressive accumulation mechanism to preserve fine-grained
contexts across all stages.

Specifically, given an image sequence X ; =
(Ii_s,.... 1}, ..., I} ), our proposed TDE first constructs
multi-stage feature difference sequences and performs both
intra- and inter-stage feature fusion to yield the encoded
motion representation M. For simplicity, we take § = 1 in
the following.

Feature difference sequences generation. We build
TDE upon the HRNet-W48 [44] network, which includes
four convolutional stages to extract feature maps of the in-
put sequence {F’,, Fy” F/}. The superscript J =
{1,2, 3, 4} refers to network stages. Subsequently, we com-
pute the consecutive feature difference sequences Si"] =
{S',82,8%,S*} over four stages as follows:

Intra-stage feature fusion. Given the feature differ-
ence sequences Si"], several residual blocks [16] are lever-
aged to separately aggregate the feature elements within
each stage to generate stage-specific motion representations
D = {D',D? D3 D*}. This computation can be ex-
pressed as:

D/ = Conv |(F}/ ~F7 ) o (Fif, - F7)|, @

where @ is the concatenation operation and Conv(+) is the
function of convolutional blocks. In practice, we employ
{3,3,2,2} residual blocks with kernel size 3 x 3 to aggre-
gate the features at corresponding stages, respectively.
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Figure 2. Overall pipeline of the proposed framework. The goal is to detect the human pose of the key frame If. Given an input sequence

i

<IZ_1,IZ,IZ+1>, we first extract their visual features {Ft_l,_Fi’J,F

i, J
t+1

}. Our multi-stage Temporal Difference Encoder takes these

features as input and outputs the motion feature M. Then, M is handed to the Representation Disentanglement module which performs
useful information disentanglement and outputs M ,,. Finally, the motion feature M} ,, and the visual feature Fy’ and are used to obtain

the final pose estimation HZ.

Inter-stage feature fusion. After obtaining the motion
features of each stage ’Di"], we perform feature integration
across stages to obtain the fused motion representation M,
via the proposed spatial modulation and progressive ac-
cumulation. (1) We first employ deformable convolutions
(DCN V2 [70]) to adaptively modulate the spatial-wise re-
sponses of each stage feature. Specifically, given ’Di"], we
independently estimate the kernel sampling offsets O and
modulated scalars W:

1 4\ residual ~ regular 1 4
(D!, Dt} i, _tm, o1 oy,
blocks  convolution (3)
1 4\ residual ~ regular 1 4
{D!,... D} =l W gppl oWty
blocks  convolution

The adaptively learned offsets O reveal the pixel movement
association fields while the modulated scalars W reflect the
magnitude of motion information in each pixel location.
Then, we apply deformable convolutions which take the
motion features ’DZ’J, the kernel offsets O, and the modu-
lated scalars )V as input, and output the spatially calibrated

motion features of each stage ’151’J = {Dl, D2, D3, D4}:

(Dj, Oj, WJ) deformal?le f)j7
convolution

(2) As shown in Fig. 2, after the spatial modulation, TDE
adds the motion feature in the previous stage to the modu-
lated feature, followed by several 3 x 3 convolutions. Such
processing is executed progressively until all stages of fea-
tures are converged to M¢. The above computation is for-
mulated as:

M; = Conv (--- (Conv (D) +---+D*)). (5

By selectively and comprehensively aggregating multi-
stage features, our TDE is able to encode informative and
fine-grained motion representation M.

j=1,...,4 @

3.2. Representation Disentanglement Module

Directly leveraging the encoded motion feature M: for
subsequent pose estimation is prone to inevitable task-
irrelevant pixel movements (e.g., background, occlusion).
To alleviate this limitation, one can train a Vision Atten-
tion module end-to-end via a heatmap loss to further dis-
till meaningful motion cues. While being straightforward,
the learned features in this approach tend to be plain and
undistinguished, which results in limited performance im-
provement (see Table 7). After manual examination of the
extracted temporal dynamic features for pose estimation, it
would be fruitful to investigate whether introducing super-
vision to the meaningful information distillation would fa-
cilitate the task.

Ideally, incorporating motion information annotations as
feature constraints would simplify this problem. Unfortu-
nately, such movement labels in videos are typically ab-
sent in most cases. In light of the above observations, we
propose to approach this issue through a mutual informa-
tion viewpoint. In specific, we explicitly define both use-
ful composition M ,, and noisy composition M ,, of the
vanilla motion feature M, in which M , is used for sub-
sequent task while M;n serves as a contrastive landmark.
By introducing mutual information supervision to reduce
the statistical dependence between M , and M ,,, we can
grasp discriminative task-relevant motion signals. Coupling
these network objectives, the representation disentangle-
ment module (RDM) is designed.

Representation factorization. Given the vanilla mo-
tion representation M, we factorize it into useful motion
component Miu and noisy component M%n by activat-
ing corresponding feature channels. Specifically, we first
squeeze the global spatial information into a channel de-



scriptor via a global average pooling (GAP) layer. Then,
a Multilayer Perceptron (MLP) is used to capture channel-
wise interactions followed by a sigmoid function to output
an attention mask. This channel-wise attention matrix is
finally exploited to rescale the input feature M to output
M; , and M, respectively. The above factorization pro-
cess is formulated as:

M; , = o (MLP, (GAP (M}))) & M, .
M; ,, = o (MLP, (GAP (M}))) ® Mj. ©
The symbol o denotes the sigmoid function and © refers to
the channel-wise multiplication. The network parameters of
MLP,, and MLP,, are learned independently.

Heatmap generation. We integrate the useful motion
feature M}, and the visual feature of the key frame F;”
through several residual blocks to obtain the enhanced rep-
resentation 1~7‘§ Fg is fed to a detection head to yield the
estimated pose heatmaps H:. We implement the detection
head using a 3 x 3 convolutional layer.

Mutual information objective. =~ Mutual information
(MI) measures the amount of information one variable re-
veals about the other [18, 33]. Formally, the MI between
two random variables 21 and x5 is defined as:

(M

Iri,T
I(l‘l; 332) = Ep(a:l,mQ) |:10g ]?(12):|

p(z1)p(z2)

where p(xy,x2) is the joint probability distribution be-
tween @®; and a2, while p(x1) and p(xs) are their
marginals. Within this framework, our main objective for
learning effective temporal differences is formulated as:
min Z (Mj ; M; ). (8)

t,ur
The term Z (M ,;; M ) rigorously quantifies the amount
of information shared between the useful motion feature
Mgu and the noisy feature M%n Recall that M%u is used
for the subsequent pose estimation task. Intuitively, at the
beginning of model training, both meaningful and noisy
motion cues will be encoded into M}, and M, simul-
taneously under the constraint of mutual information mini-
mization. As the training progresses, the features encoded
by M; , and M}, are gradually systematized into task-
relevant motion information and irrelevant motion clues.
Under this contrastive setting of M ,,, the useful motion
feature M%u would be more discriminative and beneficial
for the pose estimation task, as shown in Fig. 1 (c).
Furthermore, two regularization functions are introduced
to facilitate model optimization. (i) We propose to improve
the capacity of the multi-stage temporal difference encoder

(TDE) to perceive meaningful information:

max 7 (Mi, M;’u) , )

where Z (Mj; M , ) measures the useful motion informa-
tion compressed in the vanilla motion feature M:. Max-
imizing this term encourages more abundant and effective
motion cues to be encoded in our TDE.

(ii) We propose to mitigate the information dropping dur-
ing the feature enhancement of ]?‘fE

min |7 (M0 | F) +Z (700 | FY)] . 10)
where y! refers to the label, and terms Z (Miu, e | f‘})
and 7 (Fij syl | f‘@) quantify the vanishing task-relevant

information in Miu and Fij respectively when aggregat-

ing them into the enhanced feature 17“; Minimizing these
two regularization terms fosters the nondestructive prop-
agation of information. Given the notorious difficulty of
conditional MI calculations [17,46], we adopt a simplified
version as done in [33, 68]. We approximate the first term

T (M ,ipi | F) as:

z (Mi,u;yi | Ft) -1 (Mtuyt) -z (Mi,u;ﬁi) :
1D
Similarly, the second term Z (Fi’j; vl | F%) in Eq. 10 can

be simplified as follows:
(¥t | B)) = 7 (Fisyi) — 7 (Fy5E) . (2)
Ultimately, the proposed primary objective (Eq. 8) and
the regularization terms (Eq. 9 and Eq. 10) are simultane-
ously optimized to provide feature supervision:
Ly =TI (M ;M) — I (Mj;M; )

t,ur

i i G| i (13)
+Z (Mt,u;yt | Ft) +7 (Ft 3t | Ft) :
We adopt Variational Self-Distillation (VSD) [46] to com-
pute the MI for each term.

3.3. Loss Functions

Overall, our loss function consists of two portions. (1)
We employ the standard pose heatmap loss Ly to supervise
the final pose estimation:

Ly = ||H] — G| (14)

2
2 )

where H! and G! denote the predicted and ground truth
pose heatmaps, respectively. (2) We also leverage the pro-
posed mutual information objective Ly to supervise the
learning of motion features. Our total loss is given by:

Lioar = Ly + OZ['Mla (15)

where « is a hyper-parameter to balance the ratio of differ-
ent loss terms.



Method Head Shoulder Elbow Wrist Hip Knee Ankle | Mean Method wAP@avg w_AP@50 w_AP@75 w_AP@90 | AP@avg AP@50 AP@75 AP@90
PoseTracker [14] 67.5 70.2 62.0 51.7  60.7 587 49.8 60.6 RSN18 [0] 483 52.5 48.9 43.6 52.4 56.2 53.2 478
PoseFlow [58] 66.7 73.3 68.3 61.1 67.5 67.0 61.3 66.5 DHRN FT [44] 51.6 59.6 50.1 45.3 55.3 63.0 53.9 49.1
JointFlow [12] - - - - - - - 69.3 ADAM+PRM [31] 54.0 63.0 52.2 46.7 57.7 66.5 55.9 50.6
FastPose [00] 80.0 80.3 69.5 59.1 714 675 594 70.3 DH_IBA [62] 55.2 66.7 52.5 46.3 59.3 70.5 56.8 50.5
TML++ [20] - - - - - - - 71.5 TryNet [32] 55.2 68.7 51.7 453 59.3 72.6 56.1 49.3
Simple (R-50) [56] 79.1 80.5 75.5 66.0 70.8 70.0 61.7 72.4 cect [§] 56.3 69.6 53.0 16.4 60.0 73.1 56.9 49.9
Simple (R-152) [560] | 81.7 83.4 80.0 724 753 748 67.1 76.7 TDMI-ST (Ours) 58.5 69.0 56.2 50.4 62.1 72.4 60.0 54.0

STEmbedding [25] 83.8 81.6 77.1 70.0 774 745 708 77.0

HRNet [44] 82.1 83.6 80.4 73.3 755 753  68.5 7.3
MDPN [15] 85.2 88.5 83.9 775 790 T7.0 714 80.7
CorrTrack [40] 86.1 87.0 83.4 764 773 792 733 80.8
Dynamic-GNN [60] | 88.4 88.4 82.0 745 719.1 783 731 81.1
PoseWarper [5] 81.4 88.3 83.9 780 824 805 73.6 81.2
DCPose [32] 88.0 88.7 84.1 784 83.0 814 742 82.8
DetTrack [52] 89.4 89.7 85.5 79.5 824 808 76.4 83.8
FAMI-Pose [33] 89.6 90.1 86.3 80.0 846 834 77.0 84.8
TDMI (Ours) 90.0 91.1 87.1 81.4 852 845 785 85.7

TDMI-ST (Ours) 90.6 91.0 872 815 852 845 787 | 859

Table 1. Quantitative results on the PoseTrack2017 validation set.

Method Head Shoulder Elbow Wrist Hip Knee Ankle | Mean
STAF [39] - - - 64.7 - - 62.0 70.4
AlphaPose [13] 63.9 8.7 774 TLO 737 73.0  69.7 71.9
TML++ [20] - - - - - - - 74.6
MDPN [15] 75.4 81.2 79.0 741 724 730 699 75.0
PGPT [3] - - - 72.3 - - 72.2 76.8
Dynamic-GNN [60] | 80.6 84.5 80.6 744 75.0 T76.7 718 7.9
PoseWarper [5] 79.9 86.3 824 775 798 788 732 79.7
PT-CPN++ [61] 82.4 88.8 86.2 794 720 806 762 80.9
DCPose [32] 84.0 86.6 82.7 780 804 793 738 80.9
DetTrack [52] 84.9 87.4 848 792 776 797 753 81.5
FAMI-Pose [33] 85.5 87.7 842 792 814 8L1 749 82.2
TDMI (Ours) 86.2 88.7 854 806 824 821 775 83.5

TDMI-ST (Ours) 86.7 88.9 854 80.6 824 821 776 836

Table 2. Quantitative results on the PoseTrack2018 validation set.

Method Head Shoulder Elbow Wrist Hip Knee Ankle | Mean
Tracktor++ w. poses [4, | 1] - - - - - - - 714
CorrTrack [11,40] - - - - - - - 72.3
CorrTrack w. RelD [ 1,40] - - - - - - - 72.7
Tracktor++ w. corr. [4, 1 1] - - - - - - - 73.6
DCPose [32] 83.2 84.7 82.3 781 803 792 735 80.5
FAMI-Pose [33] 83.3 85.4 82.9 786 813 80.5 753 81.2
TDMI (Ours) 85.8 87.5 85.1 81.2 835 824 779 83.5
TDMI-ST (Ours) 86.8 87.4 851 814 838 827 780 | 838

Table 3. Quantitative results on the PoseTrack21 dataset.

4. Experiments
4.1. Experimental Settings

Datasets. PoseTrack is a large-scale benchmark
dataset for video-based human pose estimation. Specif-
ically, PoseTrack2017 contains 250 video sequences for
training and 50 video sequences for validation (following
the official protocol), with a total of 80,144 pose anno-
tations. PoseTrack2018 greatly increases the number of
videos and includes 593 for training and 170 for valida-
tion (with 153,615 pose annotations). Both datasets are
annotated with 15 keypoints, with an additional flag for
joint visibility. PoseTrack21 further extends pose annota-
tions of the PoseTrack2018 dataset, especially for particu-
lar small persons and persons in crowds, including 177, 164
pose annotations. The flag of joint visibility is re-defined in

Table 4. Quantitative results from the HiEve test leaderboard.
means using extra data. AP@g denotes the AP value calculated
under given distance threshold /3, and the prefix “w” indicates that
the value is calculated with frame weight. The official leaderboard
ranks different approaches leveraging the metric of w_ AP@avg.

PoseTrack21 so that occlusion information can be utilized.
HiEve [31] is a very challenging benchmark dataset for
human-centric video analysis in various realistic crowded
and complex events (e.g., earthquake, getting-off train, and
bike collision), containing 32 video clips where 19 for train-
ing and 13 for testing. This dataset possesses a substantially
larger data scale and includes the currently /argest number
of pose annotations (1,099, 357).

Evaluation metric. We employ the standard pose es-
timation metric namely average precision (AP) to evaluate
our model. We first compute the AP for each joint and then
obtain the final performance (mAP) by averaging all joints.

Implementation details. Our TDMI framework is im-
plemented with PyTorch. For visual feature extraction, we
leverage the HRNet-W48 [44] model that is pre-trained on
the COCO dataset. We incorporate several data augmenta-
tion strategies as adopted in [5, 44, 56], including random
rotation [—45°,45°], random scale [0.65, 1.35], truncation
(half body), and flipping. The temporal span § is set to 2,
i.e., 2 previous and 2 future frames. We use the Adam opti-
mizer with an initial learning rate of 1e—3 (decays to le—4,
le —5, and 1e — 6 at the 6", 12", and 18" epochs, respec-
tively). We train the model using 2 TITAN RTX GPUs. The
training process is terminated within 20 epochs. To weight
difference losses in Eq. 15, we empirically found thata = 1
is the most effective. During the feature enhancement of F%,
the final stage feature Fi’4 is adopted as the visual feature.

4.2. Comparison with State-of-the-art Approaches

Results on the PoseTrack2017 dataset. We first eval-
uate our method on the PoseTrack2017 dataset. A total of
18 methods are compared and their performances on the
validation set are reported in Table 1. Our TDMI model
consistently outperforms existing state-of-the-art methods,
reaching an mAP of 85.7. To fully leverage temporal clues,
we extend the TDMI to TDMI-ST where we replace the
keyframe visual feature with the spatiotemporal feature of
the input sequence to yield the final representation ]?‘2
The proposed TDMI-ST further pushes forward the perfor-
mance boundary and achieves an mAP of 85.9. Remark-
ably, our TDMI-ST improves mAP by 8.6 points over the
adopted backbone network HRNet-W48 [44]. Compared to



Figure 3. Visual results of our TDMI on benchmark datasets. Challenging scenes such as fast motion or pose occlusion are involved.

the previous best-performed method FAMI-Pose [33], our
TDMI-ST also delivers a 1.1 mAP gain. The performance
boost for challenging joints (i.e., wrist, ankle) is also en-
couraging: we obtain an mAP of 81.5 (1 1.5) for wrists
and an mAP of 78.7 (T 1.7) for ankles. Such consistent
and significant performance improvements suggest the im-
portance of explicitly embracing meaningful motion infor-
mation. Moreover, we display the visualized results for
scenarios with complex spatio-temporal interactions (e.g.,
occlusion, blur) in Fig. 3, which attest to the robustness
of the proposed method. Results on the PoseTrack2018
dataset. We further benchmark our model on the Pose-
Track2018 dataset. Empirical comparisons on the valida-
tion set are tabulated in Table 2. As presented in this table,
our basic model, TDMI, surpasses all other approaches and
achieves an mAP of 83.5. Our TDMI-ST model, on the
other hand, attains the new state-of-the-art results over all
joints and obtains the final performance of 83.6 mAP, with
an mAP of 85.4, 80.6, and 77.6 for the elbow, wrist, and
ankle, respectively.

Results on the PoseTrack21 dataset. Table 3 reports
the results of our method as well as other state-of-the-art
methods on the PoseTrack21 dataset. Quantitive results of
the first four baselines [4, |1, 40] are officially provided
by the dataset [11]. We further reproduce several previ-
ous impressive approaches (i.e., DCPose [32] and FAMI-
Pose [33]) according to their released implementations on
GitHub, and evaluate their performances in this dataset.
From Table 3, we observe that FAMI-Pose [33] achieves
favorable pose estimation results with an mAP of 81.2. In
contrast, our TDMI and TDMI-ST are able to obtain 83.5
mAP and 83.8 mAP, respectively. Another observation is
that PoseTrack21 mainly increases the pose annotations of
small persons and persons in crowds for PoseTrack2018.
Interestingly, the proposed TDMI-ST attains a better per-
formance on PoseTrack21 with respect to PoseTrack2018
(1 0.2 mAP), which might be an evidence to show the effec-
tiveness and robustness of our method especially for chal-
lenging scenes.

Results on the HiEve dataset. Furthermore, we evalu-

ate our model on the largest HiEve benchmark dataset. The
detailed results of the test set are tabulated in Table 4. We
upload the prediction results of our model to the HiEve test
server' to obtain results. Our TDMI-ST achieves top scor-
ing weight-average AP (w_AP@avg) of 58.5 on the HiEve
leaderboard. Significantly, compared to ccct [8] that uses
extra data to train the model, we still achieve performance
improvements by 2.2 w_AP and 2.1 AP, respectively.

Comparison of visual results. In addition to the quan-
titative analysis, we also qualitatively examine the capabil-
ity of our approach in handling complex situations such
as occlusion and blur. We depict in Fig. 4 the side-by-
side comparisons of a) our TDMI against state-of-the-art
methods b) HRNet [44] and ¢) FAMI-Pose [33]. It is ob-
served that our approach consistently provides more accu-
rate and robust pose detection for various challenging sce-
narios. HRNet is designed for static images and does not
incorporate temporal dynamics, resulting in suboptimal re-
sults in degraded frames. In contrast, FAMI-Pose performs
implicit motion compensation yet lacks effective informa-
tion distillation. Through the principled design of TDE and
RDM for temporal difference modeling and useful informa-
tion disentanglement, our TDMI is more adept at handling
challenging scenes such as occlusion and blur.

4.3. Ablation Study

We perform ablation studies focused on examining the
contribution of each component in our TDMI framework,
including the multi-stage Temporal Difference Encoder
(TDE) and the Representation Disentanglement module
(RDM). We also investigate the effectiveness of various mi-
cro designs within each component. All experiments are
conducted on the PoseTrack2017 validation set.

Study on components of TDMI. We empirically eval-
uate the efficacy of each component in the proposed TDMI
and report quantitative results in Table 5. Op-Flow is a
baseline where we employ optical flows predicted by the
RAFT [45] as motion representations. (a) For the first set-

'http://humaninevents.org/oltp.html?title=3
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Method TDE RDM | Mean Method | Multi-stage  Spatial modulation ~ Progressive fusion | Mean Method Factorization ~MI objective | Mean
HRNet [44] e (a) 84.4 TDMLI, w/o RDM 84.5
Op-Flow 84.0 (b) ' 84.6 (a) v 84.7
(a) ' 84.5 (©) v v 84.9 (b) v v 85.7

(b) v v 85.7 (d) v v v 85.7 ©f v v 83.8

Table 5. Ablation of different
components in TDMI.

Figure 4. Qualitative comparisons of the prediction results of our
TDMI (a), HRNet-W48 (b), and FAMI-Pose (c) on the challeng-
ing cases from PoseTrack dataset. Inaccurate detections are high-
lighted by the red circles.

ting, we introduce TDE to the HRNet-W48 [44] baseline for
capturing motion contexts. Remarkably, the motion clues
encoded by the TDE already improve over the baseline by
a large margin of 7.2 mAP. This demonstrates the effective-
ness of our TDE in introducing motion information to facili-
tate video-based human pose estimation. On the other hand,
our TDE also delivers a performance gain of 0.5 mAP over
the baseline Op-Flow. This highlights the great potential of
temporal differences in representing motions as compared
to complex optical flow. (b) For the next setting, we further
incorporate the RDM to discover meaningful motions. The
results in mAP increase to 85.7 by 1.2. This significant per-
formance improvement on top of the well-established TDE
corroborates the importance of excavating meaningful tem-
poral dynamics in guiding accurate pose estimation.

Study on multi-stage Temporal Difference Encoder.
We modify the TDE with various designs to investigate
their influences on the final performance. As reported in
Table 6, four experiments are conducted: (a) fusing only
the features of the final stage S*, (b) directly aggregating
multi-stage features via simple concatenation and convolu-
tion, (c) progressively integrating multi-stage features, and
(d) our complete TDE with spatial modulation and progres-
sive fusion. From this table, we observe that multi-stage
feature fusion indeed outperforms using only single-stage
features, yet the simple fusion scheme (b) yields a slight
performance improvement (1 0.2 mAP). By progressively
aggregating multi-stage features (c¢), detailed information at
each stage is preserved which provides an mAP gain of 0.5
points. Our complete TDE (d) further incorporates a spa-
tial modulation mechanism to adaptively select important

Table 6. Ablation of various designs in TDE.

Table 7. Ablation of various designs in RDM.
“w/o X” refers to removing X module.

information of each stage, achieving the best performance.

Study on Representation Disentanglement module.
In addition, we examine the effects of RDM under different
settings and present the results in Table 7. We first conduct
a simple baseline (a) in which the MI objective is removed.
This method partially distills the useful motion information
and marginally improves the mAP by 0.2 (84.5 — 84.7).
We then incorporate the MI objective, which corresponds
to our full RDM (b). The noticeable performance enhance-
ment of 1.0 mAP provides empirical evidence that our pro-
posed MI objective is effective as additional supervision to
facilitate the learning of discriminative task-relevant motion
clues. We also attempt to perform the feature factorization
by splitting channels (c¢)f and the mAP drops 1.9, which
suggests that the channel splitting scheme might be inappli-
cable to our TDMI framework.

5. Conclusion and Future Works

In this paper, we investigate the video-based human pose
estimation task from the perspective of effectively exploit-
ing dynamic contexts through temporal difference learn-
ing and useful information disentanglement. We present
a multi-stage Temporal Difference Encoder (TDE) to cap-
ture motion clues conditioned on explicit feature difference
representation. Theoretically, we further build a Repre-
sentation Disentanglement module (RDM) on top of mu-
tual information to grasp task-relevant information. Ex-
tensive experiments demonstrate that the proposed method
outperforms state-of-the-art approaches on four benchmark
datasets, including PoseTrack2017, PoseTrack2018, Pose-
Track21, and HiEve. Future works include applications to
other video-related tasks such as 3D human pose estimation
and action recognition. The temporal difference features
can also be integrated into existing pose-tracking pipelines
to assess the similarity of human motions for data associa-
tion.
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