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Abstract
We study a challenging task, conditional human motion

generation, which produces plausible human motion se-
quences according to various conditional inputs, such as
action classes or textual descriptors. Since human mo-
tions are highly diverse and have a property of quite dif-
ferent distribution from conditional modalities, such as tex-
tual descriptors in natural languages, it is hard to learn a
probabilistic mapping from the desired conditional modal-
ity to the human motion sequences. Besides, the raw mo-
tion data from the motion capture system might be redun-
dant in sequences and contain noises; directly modeling the
joint distribution over the raw motion sequences and condi-
tional modalities would need a heavy computational over-
head and might result in artifacts introduced by the cap-
tured noises. To learn a better representation of the var-
ious human motion sequences, we first design a powerful
Variational AutoEncoder (VAE) and arrive at a representa-
tive and low-dimensional latent code for a human motion
sequence. Then, instead of using a diffusion model to es-
tablish the connections between the raw motion sequences
and the conditional inputs, we perform a diffusion process
on the motion latent space. Our proposed Motion Latent-
based Diffusion model (MLD) could produce vivid motion
sequences conforming to the given conditional inputs and
substantially reduce the computational overhead in both
the training and inference stages. Extensive experiments
on various human motion generation tasks demonstrate that
our MLD achieves significant improvements over the state-
of-the-art methods among extensive human motion genera-
tion tasks, with two orders of magnitude faster than previous
diffusion models on raw motion sequences.

1. Introduction
Human motion synthesis has recently rapidly developed

in a multi-modal generative fashion. Various condition in-

*These authors contributed equally to this work.
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the person rises from a laying position and walks in a 
clockwise circle, and then lays back down the ground.

dribble with the basketball run in a circle

a person is careful while walking around the obstacles.

Figure 1. Our Motion Latent-based Diffusion (MLD) model can
achieve high-quality and diverse motion generation given a text
prompt. The darker colors indicate the later in time, and the col-
ored words refer to the motions with same colored trajectory.

puts, such as music [34, 33, 32], control signals [45, 66, 65],
action categories [46, 19], and natural language descrip-
tions [16, 47, 69, 18, 2, 28], provide a more convenient and
human-friendly way to animate virtual characters or even
control humanoid robots. It will benefit numerous appli-
cations in the game industry, film production, VR/AR, and
robotic assistance.

Among all conditional modalities, text-based conditional
human motion synthesis has been driving and dominating
research frontiers because the language descriptors provide
a convenient and natural user interface for people to inter-
act with computers [47, 2, 75, 69, 28]. However, since the
distributions between the natural language descriptors and
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motion sequences are quite different, it is not easy to learn
a probabilistic mapping function from the textural descrip-
tors to the motion sequences, which is also mentioned in
the previous work, MotionCLIP [68]. Two typical meth-
ods address this problem: 1) the cross-modal compatible
latent space between motion and language [47, 2] and 2)
the conditional diffusion model [75, 69, 28]. The form-
ers, such as TEMOS [47], usually learn a motion Varia-
tional AutoEncoder (VAE) and a text Variational Encod-
ing (without decoder) and then constrain the text encoder
and the motion encoder into a compatible latent space via
the Kullback-Leibler (KL) divergences loss, which pushes
a foundational step forward on creating human motion se-
quences by natural language inputs. However, since the dis-
tributions of natural languages and motion sequences are
highly different, forcibly aligning these two simple gaus-
sian distributions, in terms of variational text encoding and
variational motion encoding, into a compatible distribution
might result in misalignments and thereby reduce the gen-
erative diversity inevitably. In light of the tremendous suc-
cess of the diffusion-based generative models on other do-
mains [53, 61, 56, 22, 79, 73], the latter category meth-
ods [75, 69, 28] propose a conditional diffusion model for
human motion synthesis to learn a more powerful proba-
bilistic mapping from the textual descriptors to human mo-
tion sequences and improve the synthesized quality and di-
versity. Nevertheless, the raw motion sequences are some-
what time-axis redundant, and diffusion models in raw se-
quential data [54, 22, 35] usually require exhausting compu-
tational overhead in both the training and inference phase,
which is inefficient. Besides, since the raw motion data
from the motion capture system might contain noises, the
powerful diffusion models might learn the clues of a prob-
abilistic mapping from the conditional inputs to the noise
motion sequences and produce artifacts.

To efficiently synthesize plausible and diverse human
motion sequences according to the conditional inputs, in-
spired by the success of the diffusion model on latent space
in text-to-image synthesis [56], we combine the advantages
of the latent space-based and the conditional diffusion-
based methods and propose a motion latent-based diffusion
model (MLD) for human motion generation. Specifically,
we first design a transformer-based autoencoder [46] with
the UNet-like long skip connections [59] to learn a rep-
resentative and low-dimensional latent distribution of hu-
man motion sequences. Then, instead of using a diffusion
model to establish the connections between the raw motion
sequences and the conditional inputs, we propose a motion
latent-based diffusion model (MLD) to learn a better prob-
abilistic mapping from the conditions to the representative
motion latent codes, which could not only produce the vivid
motion sequences conforming to the given conditional in-
puts but also substantially reduce the computational over-

head in both training and inference stage. In addition, high-
quality human motion sequences with well-annotated ac-
tion labels or textual descriptions are expensive and limited.
In contrast, the large-scale non-annotated or weakly anno-
tated motion sequences are publicly available, such as the
AMASS dataset [41]. Our proposed MLD could individu-
ally train a motion latent autoencoder on these large-scale
datasets, arriving at a representative and low-dimensional
latent space for diverse human motion sequences. This
low-dimensional latent space with higher information den-
sity could accelerate the model’s convergence and signif-
icantly reduce computational consumption for the down-
stream conditional human motion generation tasks.

We summarize the contributions as follows: 1) we de-
sign and explore a more representative motion variational
autoencoder (VAE), which provides state-of-the-art motion
reconstruction and diverse generation, benefiting the train-
ing of the latent diffusion models; 2) we further demon-
strate that motion generation tasks on latent spaces, such as
text-to-motion and action-to-motion, are more efficient than
the diffusion models on raw motion sequences; 3) our pro-
posed MLD achieves competitive performance on multiple
tasks (unconditional motion generation, action-to-motion,
and text-to-motion), and codes are available.

2. Related Work
Human Motion Synthesis allows rich inputs of multi-

modal data, such as text [16, 47, 69, 18, 2, 28], action cat-
egory [46, 19], incomplete pose sequences [12, 20, 69],
control signals [65, 66, 45], musics [34, 33, 32] and im-
age(s) [55, 9], here, we focus on some typical tasks. Firstly,
unconditional motion generation [74, 78, 76, 51, 69] is a
more universal task, which models the entire motion space,
only needs motion data without any requirement of anno-
tation, and benefits other generation tasks. VPoser [43]
proposes a variational human pose prior mainly for image-
based pose fitting. ACTOR [46, 47] recently proposes a
class-agnostic transformer VAE as one baseline. After that,
among all conditional tasks, text-to-motion [47, 2, 75, 69,
28, 16] has been driving and dominating research frontiers
because the language descriptors are the most user-friendly
and convenient. More recently, two categories of motion
synthesis methods have emerged, joint-latent models [47, 2]
and diffusion models [75, 69, 28]. The former category,
like TEMOS [47], proposes a VAE architecture to learn a
joint latent space of motion and text constrained on a Gaus-
sian distribution. However, natural language and human
motions are quite different with misaligned structure and
distribution, thus it is difficult to forcibly align two simple
Gaussian distributions [68]. Lastly, we introduce action-
to-motion [46, 19], a reverse problem of the classical action
recognition task. ACTOR [46] proposes learnable biases
in transformer VAE to embed action for motion generation.



However, most above methods can only handle one task and
hardly change condition inputs. We address this problem by
separating models into a universal motion generative model
and latent diffusion models to handle different motion gen-
eration tasks.

Motion data is critical in the development of motion
synthesis tasks. Thanks to the marker-based and mark-
less motion capture approaches [31, 72, 21, 8], they pro-
vide convenient and effective solutions for large raw mo-
tion data collection. KIT Motion-Language [48] annotates
sequence-level description for motions from [42], and Hu-
manML3d [17] provide more textual annotation for some
motions of AMASS [41]. They are also our focus in the
text-to-motion task. For the action-to-motion datasets, Ba-
bel [50] also collects motions from AMASS and provides
action and behavior annotations. ACTOR [46] use [31] to
process two action recognition datasets, HumanAct12 [19]
and UESTC [26], for action-to-motion task.

Motion Representation. These datasets lead to the dis-
cussion about motion representation, such as the straight-
forward joint positions and the Master Motor Map (MMM)
format [67]. For our setting, we employ two motion rep-
resentations: 1) the classical SMPL-based [40, 31, 8] mo-
tion parameters and 2) the redundant hand-crafted motion
feature [17, 66, 65] with a combination of joints features.
The former is widely used in motion capture, and the lat-
ter is mainly used in character animation. As suggested
by [17], we use the latter in most of our synthesis framework
to avoid foot-sliding issues, and use the SMPL parameters
for the action-based tasks for a fair comparison with other
approaches. Besides, we also recognize the latent in Sec. 5
as one of motion representation.

Generative Models play an important role in motion
synthesis tasks to generate high-quality human motion, Al-
though motion generative models, like VAEs [46, 39, 19]
and Generative Adversarial Networks (GAN) [38, 1], can
enable effective human motion sampling, recent studies [3,
15, 19, 46] recommend VAEs rather than GANs since the
latter are more difficult to train. We follow their sugges-
tions and employ VAEs to compress and reconstruct human
motion for the learning of diffusion models. We next intro-
duce the diffusion models, especially in motion domain.

Diffusion Generative Models. Diffusion Generative
Models [63] achieve significant success in the image syn-
thesis domain, such as Imagen [61], DALL·E 2 [53] and
Stable Diffusion [56]. Inspired by their works, most recent
methods [69, 75, 28] leverage diffusion models for human
motion synthesis. MotionDiffuse [75] is the first text-based
motion diffusion model with fine-grained instructions on
body parts. MDM [69], most recently, proposes a motion
diffusion model on raw motion data to learn the relation
between motion and input conditions. However, these dif-
fusion models are not very applicable to raw motion data

with potential noise and temporal consistency redundancy
and thus are easily misdirected by outliers. In addition,
directly applying the diffusion model [69, 75] to the raw
motion data suffers from high computational overheads and
low inference speed. Inspired by [56], we propose a mo-
tion latent-based diffusion model to reduce computational
resources and improve the generative quality.

3. Method
To efficiently generate high-quality and diverse human

motion sequences according to desired conditional inputs
with fewer computational overheads, we propose to perform
a diffusion process on a representative and low-dimensional
motion latent space and consequently arrive at a motion
latent-based diffusion model (MLD) for conditional human
motion synthesis. It contains a motion Variational AutoEn-
coder (VAE) to learn a representative and low-dimensional
latent space for diverse human motion sequences (details
in Sec. 3.1) and a conditional diffusion model in this latent
space (details in Sec. 3.2 and Sec. 3.3).

The conditions include action labels, textual descrip-
tions, or even empty conditions. Specifically, given an input
condition c, such as a sentence w1:N = {wi}Ni=1 describ-
ing a motion [47], a action label a from the predefined ac-
tion categories set a ∈ A [46] or even a empty condition
c = ∅ [43, 77], our MLD aims to generate a human motion
x̂1:L = {x̂i}Li=1 in a non-deterministic way, where L de-
notes the motion length or frame number. Here, we employ
the motion representation in [17]: a combination of 3D joint
rotations, positions, velocities, and foot contact. In addition,
we propose the motion encoder E to encode the motion se-
quences, x1:L = {xi}Li=1, into a latent z = E(x1:L), and
decode z into the motion sequences using a motion decoder
D, that is x̂1:L = D(z) = D(E(x1:L)).

3.1. Motion Representation in Latents

We build our motion Variational AutoEncoder, V , based
on a transformer-based architecture [46], which consists of
a transformer encoder E and a transformer decoder D. The
motion VAE, V = {E ,D}, is trained by the motion x1:L re-
construction only with the Mean Squared Error (MSE) loss
and the Kullback-Leibler (KL) loss. We further enhance
two transformers [70] of E and D with long skip connec-
tions [59], and remove the action biases used in [46]. The
encoder could produce a representative, low-dimensional
latent space with high informative density, and the decoder
could well reconstruct the latent into motion sequences.

More specifically, the motion encoder E takes as input
learnable distribution tokens, and frame-wise motion fea-
tures x1:L of arbitrary length L. We use the embedded dis-
tribution tokens as Gaussian distribution parameters µ and
σ of the motion latent space Z to reparameterize [30] latent
z ∈ Rn×d whose dimension is similar to [46]. The mo-



tion decoder D relies on the architecture of the transformer
decoder with cross attention mechanism, which takes the L
number of zero motion tokes as queries, a latent z ∈ Rn×d
as memory, and finally, generates a human motion sequence
x̂1:L with L frames.

According to [47], both the latent space Z and variable
durations help the model to produce more diverse motions.
To further enhance the latent representation, we leverage
a long skip-connection structure for the transformer-based
encoder E and decoderD. We also explore the effectiveness
of the latent’s dimensions on motion sequences representa-
tion in Tab. 4. Hence, our VAE models present a stronger
motion reconstruction ability and richer diversity (cf. Tab. 5
and Tab. 6). We provide more details about the architecture
and the training in the supplementary.

3.2. Motion Latent Diffusion Model

Diffusion probabilistic models [63] can gradually an-
neal the noise from a gaussian distribution to a data dis-
tribution p(x) by learning the noise prediction from a T -
length Markov noising process, giving {xt}Tt=1. It leads to
a significant influence in many research domains, such as
the most famous image synthesis models [11, 23, 62, 56],
the density estimation model [29] and the motion genera-
tion models [69, 75]. For motion generation, these works
train the diffusion models with a transformer-based de-
noiser εθ (xt, t), which anneal the random noise to motion
sequence {x̂1:N

t }Tt=1 iteratively.
However, diffusion on raw motion sequences is ineffi-

cient and requires exhausting computational resources. Be-
sides, raw motion data from the markless or marker-based
motion capture system usually remain high-frequency out-
liers, which might have a side effect on the diffusion model
to learn the actual data distribution. To reduce the compu-
tational requirements of the diffusion models on raw mo-
tion sequences and improve the synthesized quality, we
perform the diffusion process on a representative and low-
dimensional motion latent space.

Here, we introduce our denoiser εθ. Different from the
previous UNet-based architecture [59] on the 2D image la-
tent zI , we build a transformer-based denoising model with
long skip connections [4] on the motion latent z ∈ Rn×d,
which is more suitable for sequential data, like human mo-
tion sequences. The diffusion on latent space is modeled as
a Markov nosing process using:

q (zt | zt−1) = N (
√
αtzt−1, (1− αt) I) . (1)

where the constant αt ∈ (0, 1) is a hyper-parameters for
sampling. We then use {zt}Tt=0 to denote the noising se-
quence, and zt−1 = εθ (zt, t) for the t-step denoising. We
further focus on the unconditional generation with the sim-
ple objective [23]:

LMLD := Eε,t
[
‖ε− εθ (zt, t)‖22

]
, (2)

Diffusion Model

Motion Encoder

Condition Inputs

skip connection

forward trajectory

reverse trajectory

concat embedding

T iterative steps

Latent

Motion Decoder

Motion Representation in Latent

a person walks four steps,
turns to left and 

walks another two steps.

Text Action
walk Null

Figure 2. Method overview: MLD consists of a VAE model V
(Sec. 3.1) and a latent diffusion model εθ (Sec. 3.2) conditioned
on text or action embedding τθ (Sec. 3.3). We propose two-stage
training: first learn V for Motion Representations in Latents and
then learn a conditioned denoiser εθ from the diffusion process
q (zt | zt−1). During inference, In practice, the latent diffusion
models predict the latent ẑ0 from condition inputs and then D de-
code it to motions efficiently.

where ε ∼ N (0, 1), z0 = E(x1:L). During the training
of εθ, the encoder E is frozen to compress motion into z0.
The samples of the diffusion forward process are from the
latent distribution p(z0). During the diffusion reverse stage,
εθ first predict ẑ0 with T iterative denoising steps, then D
decodes ẑ0 to motion results with one forward.

3.3. Conditional Motion Latent Diffusion Model

Like many other diffusion models [69, 56, 61], our MLD
model is also capable of conditional motion generation G(c)
by applying the conditional distribution of p(z|c), such as
text [47, 16] and action [46, 19]. G(c) is implemented with
conditional denoiser εθ(zt, t, c), which can share a common
motion VAE model. Therefore, for different conditions,
only the learning of εθ(zt, t, c) is necessary. To address var-
ious c, the domain encoder τθ(c) ∈ Rm×d for condition
embedding benefits the denoiser εθ(zt, t, τθ(c)).

Here we introduce two specific generation tasks, text-
to-motion Gw : w1:N 7→ x1:L and action-to-motion Ga :
a 7→ x1:L. Through investigation, CLIP [52] text encoder
τwθ (w1:N ) ∈ R1×d is employed to map text prompt. On the
other side, we build the learnable embedding for each action
category, giving τaθ (a) ∈ R1×d. Injecting these embedded
conditions into a transformer-based εθ, two effective ways
are concatenation and cross-attention, and we figure out the
former one seems to be more effective (cf. Sec. 5 and [69])
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“ a person paces from right to left. ”

“ person scratches head and armpit like a monkey then pretends to hold a baby ”

“a person walks up to a backwards chair and sits down on it with legs outstretched, then stands back up. ”

Figure 3. Qualitative comparison of the state-of-the-art methods. We provide the visualized motion results and real references from
three text prompts. Under the same training and inference setting on HumanML3D [17], we find that our generations better match the
descriptions, but others have downgraded motions or improper semantics.

for motion diffusion models. Thus the conditional objective
follows:

LMLD := Eε,t,c
[
‖ε− εθ (zt, t, τθ(c))‖22

]
. (3)

We freeze τwθ as suggested by [47] and joint optimize the
τaθ and εθ via this objective. In addition, our denoiser εθ is
learned with classifier-free diffusion guidance [24], which is
a trade-off to boost sample quality by reducing diversity in
conditional diffusion models. Specifically, it learns both the
conditioned and the unconditioned distribution with 10%
dropout [61] of the samples, and we perform a linear com-
bination to in as followed:

εsθ(zt, t, c) = sεθ(zt, t, c) + (1− s)εθ(zt, t,∅) (4)

Here, s is the guidance scale and s > 1 can strengthen the
effect of guidance. After the interactive reverse process of
the conditional denoising, D reconstructs the motion from
the predicted ẑ0 efficiently.

4. Experiments
We provide extensive comparisons to evaluate our mod-

els on both quality and efficiency in the following. Firstly,
we introduce the datasets settings, evaluation metrics and
implementation details (Sec. 4.2). Importantly, we show
the comparisons on multiple datasets for different mo-
tion generation tasks respectively, including text-to-motion
(Sec. 4.3), action-to-motion (Sec. 4.4) and unconditional

generation (Sec. 4.5). More qualitative results, user stud-
ies, and details are provided in supplements.

4.1. Datasets and Evaluation Metrics

Conditional motion synthesis can support rich inputs of
multi-modal data, and thus multiple datasets are utilized to
evaluate MLD. We briefly introduce these datasets. First is
two text-to-motion datasets, HumanML3D and KIT [48],
and the latter provides 6,353 textual descriptions for 3,911
motions. HumanML3D [17], a recent dataset, collects
14,616 motion sequences from AMASS [41] and annotates
44,970 sequence-level textual description. We use its mo-
tions, part of the AMASS, to evaluate unconditional task.
As suggested by [17], we use the redundant motion repre-
sentation in a combination of joint velocities, positions and
rotations which is also used in [69, 75]. Lastly, action-to-
motion task requires action-conditioned motions similar to
action recognition datasets. Thanks to [46], after the pro-
cessing, HumanAct12 [19] provides 1,191 raw motion se-
quences and 12 action categories, and UESTC [26] pro-
vides 24K sequences and 40 action categories. We rely on
these two datasets for action-to-motion evaluation.

Evaluation Metrics summarize in four parts. (a) Mo-
tion quality: Frechet Inception Distance (FID) is our prin-
cipal metric to evaluate the feature distributions between
the generated and real motions by feature extractor [16].
To evaluate reconstruction error of VAEs, we use popular
metrics in motion capture [31, 8, 71], MPJPE and PAM-



PJPE [14] for global/local errors in millimeters, Acceler-
ation Error (ACCL) for temporal quality. (2) Generation
diversity: Diversity (DIV) calculates variance through fea-
tures [16], while MultiModality (MM) measures the gener-
ation diversity within the same text or action input. (3) Con-
dition matching: Under feature [16] space, motion-retrieval
precision (R Precision) calculates the text and motion Top
1/2/3 matching accuracy, and Multi-modal Distance (MM
Dist) calculates the distance between motions and texts. For
action-to-motion, we use the corresponding action recogni-
tion model [19] [46] to calculate Accuracy (ACC) for action
categories. (4) Time costs: we propose Average Inference
Time per Sentence (AITS) measured in seconds to evaluate
inference efficiency of diffusion models. (cf. supplements)

4.2. Implementation Details

For the comparisons, motion transformer encoders E and
decoders D of our VAE model V all consist of 9 layers
and 4 heads with skip connection by default, as well as
the transformer-based denoiser εθ in Sec. 3.2. The condi-
tion embedding τθ(c) ∈ R1,256 and the latent z ∈ R1,256

are concatenated for diffusion learning and inference. We
employ a frozen CLIP-ViT-L-14 model as the text encoder
τwθ for text condition, and a learnable embedding for ac-
tion condition. We leave the ablation on the components in
Sec. 5, like the shape of latent, the number of layers, injec-
tion of zt through the cross-attention, and others. All our
models are trained with the AdamW optimizer using a fixed
learning rate of 10−4. Our mini-batch size is set to 128
during the VAE training stage and 64 during the diffusion
training stage separately. Each model was trained for 6K
epochs during VAE stage and 3K epochs during diffusion
stage. The number of diffusion steps is 1K during training
while 50 during interfering, and the variances βt are scaled
linearly from 8.5 × 10−4 to 0.012. For runtime, training
tasks 8 hours for VAEs V and 4 hours for denoiser εθ on 8
Tesla V100 GPUs, and we test MLD with a single V100 in
Sec. 5, but it also can run inference on a general computer
graphics card, such as RTX 2080/3060.

4.3. Comparisons on Text-to-motion

By introducing motion latent diffusion models based on
text input w1:N , we open up the exploration of conditional
motion generation. We train a 25M parameter MLD-1 con-
ditioned on the language prompt and employ the frozen
CLIP [52] model as τwθ to encode the text to projected
pooled output, giving w1

clip ∈ R1,256. We evaluate state-
of-the-art methods on HumanML3D and KIT with sug-
gested metrics [17] under the 95% confidence interval from
20 times running. Most results are borrowed from their
own paper or the benchmark in [18], except TEMOS [47].
We train it with the proposed default model setting on two
datasets to uniform the evaluation metrics. Besides, the de-

Methods R Precision ↑ FID↓ MM Dist↓ Diversity→ MModality↑
Top 1 Top 2 Top 3

Real 0.511±.003 0.703±.003 0.797±.002 0.002±.000 2.974±.008 9.503±.065 -

Seq2Seq [49] 0.180±.002 0.300±.002 0.396±.002 11.75±.035 5.529±.007 6.223±.061 -
LJ2P [2] 0.246±.001 0.387±.002 0.486±.002 11.02±.046 5.296±.008 7.676±.058 -
T2G [5] 0.165±.001 0.267±.002 0.345±.002 7.664±.030 6.030±.008 6.409±.071 -
Hier [13] 0.301±.002 0.425±.002 0.552±.004 6.532±.024 5.012±.018 8.332±.042 -
TEMOS [47] 0.424±.002 0.612±.002 0.722±.002 3.734±.028 3.703±.008 8.973±.071 0.368±.018

T2M [16] 0.457±.002 0.639±.003 0.740±.003 1.067±.002 3.340±.008 9.188±.002 2.090±.083

MDM [69] 0.320±.005 0.498±.004 0.611±.007 0.544±.044 5.566±.027 9.559±.086 2.799±.072

MotionDiffuse [75] 0.491±.001 0.681±.001 0.782±.001 0.630±.001 3.113±.001 9.410±.049 1.553±.042

MLD (Ours) 0.481±.003 0.673±.003 0.772±.002 0.473±.013 3.196±.010 9.724±.082 2.413±.079

Table 1. Comparison of text-conditional motion synthesis on Hu-
manML3D [17] dataset. These metrics are evaluated by the motion
encoder from [16]. Empty MModality indicates the non-diverse
generation methods. We employ real motion as a reference and
sort all methods by descending FIDs. The right arrow → means
the closer to real motion the better. Bold and underline indicate
the best and the second best result.

Methods R Precision ↑ FID↓ MM Dist↓ Diversity→ MModality↑
Top 1 Top 2 Top 3

Real 0.424±.005 0.649±.006 0.779±.006 0.031±.004 2.788±.012 11.08±.097 -

Seq2Seq [49] 0.103±.003 0.178±.005 0.241±.006 24.86±.348 7.960±.031 6.744±.106 -
T2G [5] 0.156±.004 0.255±.004 0.338±.005 12.12±.183 6.964±.029 9.334±.079 -
LJ2P [2] 0.221±.005 0.373±.004 0.483±.005 6.545±.072 5.147±.030 9.073±.100 -
Hier [13] 0.255±.006 0.432±.007 0.531±.007 5.203±.107 4.986±.027 9.563±.072 2.090±.083

TEMOS [47] 0.353±.006 0.561±.007 0.687±.005 3.717±.051 3.417±.019 10.84±.100 0.532±.034

T2M [16] 0.370±.005 0.569±.007 0.693±.007 2.770±.109 3.401±.008 10.91±.119 1.482±.065

MDM [69] 0.164±.004 0.291±.004 0.396±.004 0.497±.021 9.191±.022 10.85±.109 1.907±.214

MotionDiffuse [75] 0.417±.004 0.621±.004 0.739±.004 1.954±.062 2.958±.005 11.10±.143 0.730±.013

MLD (Ours) 0.390±.008 0.609±.008 0.734±.007 0.404±.027 3.204±.027 10.80±.117 2.192±.071

Table 2. We involve KIT [48] dataset and evaluate the SOTA meth-
ods on the text-to-motion task. (cf. Tab. 1 for metrics details)

terministic methods [49, 5, 2] can not generate diverse re-
sults from one input and thus we leave their MModality
metrics empty. Tab. 1 and Tab. 2 summarize the compar-
isons results. We achieve the best FID, R Precision and
MM Dist on HumanML3D and KIT, outperforming previ-
ous cross-modal models as well as motion diffusion mod-
els. It indicates high-quality motion and high text prompt
matching, as also shown in Fig. 3. Our generated results
correctly match the text prompt while maintaining a rich di-
versity of generated motions.

Methods UESTC HumanAct12

FIDtrain ↓ FIDtest ↓ ACC↑ DIV→ MM→ FIDtrain ↓ ACC ↑ DIV→ MM→
Real 2.92±.26 2.79±.29 0.988±.001 33.34±.320 14.16±.06 0.020±.010 0.997±.001 6.850±.050 2.450±.040

ACTOR [46] 20.5±2.3 23.43±2.20 0.911±.003 31.96±.33 14.52±.09 0.120±.000 0.955±.008 6.840±.030 2.530±.020

INR [7] 9.55±.06 15.00±.09 0.941±.001 31.59±.19 14.68±.07 0.088±.004 0.973±.001 6.881±.048 2.569±.040

MDM [69] 9.98±1.33 12.81±1.46 0.950±.000 33.02±.28 14.26±.12 0.100±.000 0.990±.000 6.680±.050 2.520±.010

MLD (Ours) 12.89±.109 15.79±.079 0.954±.001 33.52±.14 13.57±.06 0.077±.004 0.964±.002 6.831±.050 2.824±.038

Table 3. Comparison of action-conditional motion synthesis on
UESTC [26] and HumanAct12 [19] dataset: FIDtrain, FIDtrain indi-
cate the evaluated splits. Accuracy (ACC) for action recognition.
Diversity (DIV), MModality (MM) for generated motion diversity
within each action label.

4.4. Comparisons on Action-to-motion

The action-conditioned task is given an input action label
to generate relevant motion sequences. We compare with
ACTOR [46], INR [7] and MDM [69]. ACTOR and INR
are transformer-based VAE models and focus on the action-
conditioned task, and MDM is a diffusion model using the
same learnable action embedding module as ours. We still
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Figure 4. Qualitative comparison of unconditioned motion generation. Samples for our MLD and ACTOR [46] trained on a split of
AMASS [41] dataset, the motion part of [17]. More samples in the supplements.
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Figure 5. Comparison of unconditional motion generation on part
of AMASS [41] dataset with the state-of-the-art methods. We pro-
vide both FID and Diversity to evaluate generated motions.

provide 20 evaluations as introduced and report FID scores
on the training set and test set like [46] for comparison.
Tab. 3 shows the comparison on two datasets, UESTC [26]
and HumanAct12 [19]. MLD achieves state-of-the-art ac-
curacy and diversity on UESTC and competitive results on
HumanAct12, indicating that diffusion models in motion la-
tent can also benefit action-conditioned generation task.

4.5. Comparisons on Unconditional Generation

We then evaluate the generation effect of MLD
by introducing unconditional task on motions of Hu-
manML3D [17], actually part of AMASS [41]. MLD sup-
ports two manners for unconditional generation, latent sam-
pling (cf. Sec. 5) and diffusion sampling. Here we focus on
the evaluation of the latter and employ FID and Diversity
for motion quality and diversity. With the same process on
training and evaluations on the part of AMASS [41] data,
we provide real motion, ACTOR [46], and VPoser-t [43]
and MDM [69] as our comparison baselines, We employ the
transformer VAE from ACTOR, then follow TEMOS [47]
to make it class-agnostic and set 6 heads/layers for trans-
formers, 10−4 as learning rate. To perform the temporal-
based task, the input of VPoser-t is modified as a motion of
fixed length. MDM also supports this task, thus we fine-
tune and evaluate their provided model. Fig. 5 reports that
MLD has the best motion generation quality and diversity.

Method Reconstruction Generation

MPJPE ↓ PAMPJPE↓ ACCL↓ FID↓ DIV→
Real - - - 0.002 9.503

VPoser-t [43] 75.6 48.6 9.3 1.430 8.336
ACTOR [46] 65.3 41.0 7.0 0.341 9.569

Ours-7 (V ,skip,9 layers) 14.7 8.9 5.1 0.017 9.554

Ours-1 (z,R1×256) 54.4 41.6 8.3 0.247 9.630
Ours-2 (z,R2×256) 51.8 37.8 8.3 0.166 9.626
Ours-5 (z,R5×256) 24.3 14.7 5.8 0.043 9.593
Ours-7 (z,R7×256) 14.7 8.9 5.1 0.017 9.554
Ours-10 (z,R10×256) 17.3 11.5 5.8 0.025 9.589

Ours-7 (V ,w/ skip) 14.7 8.9 5.1 0.017 9.554
Ours-7 (V , w/o skip) 18.5 10.4 5.6 0.027 9.528

Ours-7 (V , 7 layers) 16.0 10.2 5.3 0.022 9.593
Ours-7 (V , 9 layers) 14.7 8.9 5.1 0.017 9.554
Ours-7 (V , 11 layers) 17.2 11.2 5.4 0.021 9.533

Table 4. Evaluation of our VAE models V on the motion part of
HumanML3D [17] dataset: MPJPE and PAMPJPE are measured
in millimeter. ACCL indicates acceleration error. We evaluate
FID and DIV the same as Tab. 1. From top to down, we propose
real reference, VPoser-t [43] and ACTOR [46] as baselines, the
evaluation on latent z ∈ Ri×256, with (w/) or without (w/o) skip
connection, V with different number of transformer layers.

5. Ablation Studies
MLD comprises a motion VAE model V and latent diffu-

sion models εθ, and both influence its effect. We first focus
on V to evaluate its components with generation and recon-
struction metrics. Based on these V , we evaluate MLDs
in diffusion learning aiming at text-to-motion and uncondi-
tional synthesis, and then report time costs on inference.

Effectiveness of Latents in Motion Sequences Repre-
sentation. We first ablate several components of our VAE
models V in a controlled setup, studying the shape of latent
z, skip connection, and the number of transformer layers, as
shown in Tab. 4. The most important variable of MLD, the
latent vector z, is a bridge between V and diffusion models
τθ. We lock the pose xi (one frame of motion) embedding
dimensionality to 256, which is the same as [47] , and ex-
plore z ∈ Ri×256, giving MLD-i. We then evaluate the
skip connection and transformer layers on the best MLD-
7. All comparison baselines, including ACTOR [46] and



Models R Precision FID↓ MM Dist.↓ Diversity→ MModality↑Top 3↑
Real 0.797±.002 0.002±.000 2.974±.008 9.503±.065 -

MLD-1 (z, R1×256) 0.772±.002 0.473±.013 3.196±.010 9.724±.082 2.413±.079

MLD-2 (z, R2×256) 0.727±.003 0.585±.015 3.448±.011 9.084±.081 2.725±.093

MLD-5 (z, R5×256) 0.722±.003 1.554±.019 3.511±.008 8.424±.081 2.542±.080

MLD-7 (z, R7×256) 0.731±.002 1.011±.019 3.415±.008 8.736±.064 2.463±.089

MLD-10 (z, R10×256) 0.703±.003 1.716±.027 3.616±.012 8.606±.067 2.604±.087

MLD-1 (εθ, cross-att) 0.592±.004 1.922±.041 4.480±.015 8.598±.088 3.768±.126

MLD-1 (εθ, concat) 0.772±.002 0.473±.013 3.196±.010 9.724±.082 2.413±.079

MLD-1 (εθ, w/o skip) 0.749±.003 0.784±.015 3.363±.010 9.568±.093 2.597±.098

MLD-1 (εθ, w/ skip) 0.772±.002 0.473±.013 3.196±.010 9.724±.082 2.413±.079

MLD-1 (εθ, 5 layers) 0.760±.002 0.314±.010 3.259±.009 9.706±.072 2.635±.085

MLD-1 (εθ, 7 layers) 0.771±.003 0.349±.012 3.199±.012 9.624±.062 2.504±.088

MLD-1 (εθ, 9 layers) 0.772±.002 0.473±.013 3.196±.010 9.724±.082 2.413±.079

MLD-1 (εθ, 11 layers) 0.771±.003 0.402±.011 3.203±.013 9.876±.088 2.478±.076

Table 5. Evaluation of text-based motion synthesis on Hu-
manML3D [17]: we use metrics in Tab. 1 and provides real ref-
erence, the evaluation on latent z (cf. V in Tab. 4), cross-attention
or concatenation with conditions τθ , with (w/) or without (w/o)
skip connection, εθ with different number of transformer layers.

Methods FID↓ Diversity→ Methods FID↓ Diversity→
Real - 9.503 Real - 9.503

VPoser-t [43] 36.65 3.259 MLD-1 (z,R1×256) 1.055 8.577
ACTOR [46] 14.14 5.123 MLD-2 (z,R1×256) 4.408 7.420
MDM [69] 8.848 6.429 MLD-5 (z,R5×256) 7.829 6.247
MLD-1 (εθ, w/o skip) 2.575 7.566 MLD-7 (z,R7×256) 7.614 6.233
MLD-1 (εθ, w/ skip) 1.055 8.577 MLD-10 (z,R10×256) 9.624 6.194

Table 6. Evaluation of unconditional motion generation. From left
to right, we evaluate the denoiser εθ with (w/) or without (w/o)
skip connection and the latent z (cf.V in Tab. 4)

VPoser-t [43], follow the same training and evaluation with
our proposed MLD. Since the original VPoser can only han-
dle single frame pose, we modified it to a sequential manner
with a fixed length. The results in Tab. 4 demonstrate the ef-
fectiveness of our proposed VAEs over others in the motion
sequences representation.

Effectiveness of Latents in Motion Latent-based Dif-
fusion Models. In Tab. 5, we select the text-to-motion task
as our focus and evaluate latent diffusion models εθ, using
the similar metrics in Tab. 1. MLD-i denotes the shape of
latent z ∈ Ri×256. Importantly, MLD-1, using the small-
est latent, wins the best performance in most metrics. After
that, the evaluation on the components of εθ is provided,
cross-att and concate represent the cross-attention or con-
catenation for condition embedding εθ(c). Interestingly,
MDM [69] also reports the encoder design by concatenating
embedding is better. We find that skip connection, which is
important for images [4, 56], also provided significant im-
provement in motion latent diffusion models, but MLDs us-
ing different numbers of layers in εθ achieve similar effects
on this dataset. We then evaluate the generation of MLD by
diffusion sampling, different from the generation in V by
latent sampling (cf. Tab. 4). As shown in Tab. 6, the MLD
using the smallest latent and skip connection outperforms
others. The evaluation of how different language models
influence MLDs and the details of latent/diffusion sampling
are provided in supplements.
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Figure 6. Comparison of the inference time costs on text-to-
motion. We calculate AITS on the test set of HumanML3D [17]
without model or data loading parts. All tests are performed on the
same Tesla V100. The closer the model is to the origin the better.

Inference time. While diffusion models lead to sig-
nificant improvements, one notable limitation of motion
diffusion models [69, 75] is the long inference time. In
Sec. C, we adopted Denoising diffusion implicit models
(DDIM) [64] to provide a detailed evaluation of the infer-
ence time, floating-point operations (FLOPs), and FID. As
shown in Fig. 6, MDM [69] requires 24.74 seconds for av-
erage inference and up to a minute for maximum inference
on a single V100. Compared to them, our MLD needs less
computational overhead and achieves higher performance
with two orders of magnitude faster speed.

6. Disscusion

As the trial to explore conditional motion generation
with motion latent diffusion models, the proposed MLD
still owns limitations as follows. First, same as most mo-
tion generation methods, our method can generate arbitrary
length results but still under the max-length in the dataset.
It’s interesting to model a non-stop human motion in tem-
poral consistency. Besides, MLD focuses on articulated hu-
man bodies, while there is also other work on faces [27, 6],
hands [58, 37, 36] and even animal [60, 80] motion.

We propose a motion latent-based diffusion model to
generate plausible human motion sequences conforming to
the action classes or natural language descriptions. Com-
pared to the compatible cross-modal latent space-based
method, our MLD could produce more diverse and plau-
sible human motion sequences; Compared to the previ-
ous diffusion-based methods on raw motion sequences, our
MLD needs less computational overhead, with two orders
of magnitude faster. Extensive experiments on various hu-
man motion generation tasks demonstrate the effectiveness
and efficiency of our proposed MLD.

7. Acknowledgements

This work is supported by Zhejiang Lab Project (No.
2021KH0AB05) and Shanghai Natural Science Foundation
(No. 23ZR1402900).



References
[1] Hyemin Ahn, Timothy Ha, Yunho Choi, Hwiyeon Yoo, and

Songhwai Oh. Text2action: Generative adversarial synthesis
from language to action. In 2018 IEEE International Confer-
ence on Robotics and Automation (ICRA), pages 5915–5920.
IEEE, 2018.

[2] Chaitanya Ahuja and Louis-Philippe Morency. Lan-
guage2pose: Natural language grounded pose forecasting.
In 2019 International Conference on 3D Vision (3DV), pages
719–728. IEEE, 2019.

[3] Martin Arjovsky, Soumith Chintala, and Léon Bottou.
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Appendix

This appendix provides more qualitative results (Sec. A), several additional experiments (Sec. B) on the components
of motion latent diffusion (MLD) models, evaluations of inference time (Sec. C), visualization of latent space (Sec. D),
evaluations on hyperparameters (Sec. E), user study (Sec. F), details of motion representations (Sec. G), implementation
details of MLD models (Sec. H) and metric definitions (Sec. I).

Video. We have provided supplemental videos in Project Page. In these supplemental videos, we show 1) comparisons of
text-based motion generation, 2) comparisons of action-conditional motion generation, and 3) more samples of unconditional
generation. We suggest the reader watch this video for dynamic motion results.

Code is available on GitHub Page. We provide the process of the training and evaluation of MLD models, the pre-trained
model files, the demo script, and example results.

A. Qualitative Results

ACTOR

Ours

MDM

Warm Up Drink Lift Dumbbell

Figure 7. The comparison of the state-of-the-art methods on action-conditional motion synthesis task. All provided methods are under the
same training and inference setting on HumanAct12 dataset [19]. We generate three motions for each action label. The results demonstrate
that our generations correspond better to the action label and have richer diversity.

https://chenxin.tech/mld
https://github.com/chenfengye/motion-latent-diffusion


“a person doing jumping jacks.” “a person raised arms up 
and pull them down”

“ a person walks forward, turns, 
then sits, then stands and walks back”

“ a person who is walking moves 
forward taking six confident strides.”

“ the person is walking 
out a medium speed.”

“someone who is 
waiving to a person”

“a person lifts up their 
left arm to the side.”

“ person jumps forwards and 
turns left in mid air.”

“ a person jogs straight 
forward.”

“ a person raises left hand, waves with hand, 
and then places the hand back at side. ”

“ a person gets down on all fours 
and starting crawling around.”

“ the person was doing a cool walk.”

“ a person walks in a 
circle to their right.”

“ walking forward with 
legs wide apart.”

Figure 8. More samples from our best model for text-to-motion synthesis, MLD-1, which was trained on the HumanML3D dataset. Samples
generated with text prompts of the test set. We recommend the supplemental video to see these motion results.



B. Additional Experiments
We conduct several experiments to continue the evaluations of MLD models. We first study the influence of language mod-

els τwθ and the shape of text embedding on motion generations. Then, we evaluate the effectiveness of long skip connections
for motion diffusion models. We finally study the importance of regularization on motion latent space.

B.1. Evaluation of Language Models τwθ
We experiment with different language models, CLIP [52] and BERT [10]. Inspired by Stable Diffusion [56], we leverage

the hidden state of CLIP to generate word-wise tokens and explore its effects. The comparisons are listed in Tab. 7. CLIP
is more suited to our task compared to BERT, and the word-wise text tokens are competitive with the single token, however,
lower the computation efficiency of diffusion models. Therefore, we choose CLIP and a single text token for our models.

Models Text Encoder Embeddings R Precision FID↓ MM Dist↓ Diversity→ MModality↑
τwθ Shape Top 3↑

Real - - 0.797±.002 0.002±.000 2.974±.008 9.503±.065 -

MLD-1 BERT [10] 1× 256 0.725±.002 0.553±.020 3.530±.011 9.697±.080 3.360±.118

MLD-1 CLIP [52] 1× 256 0.769±.002 0.446±.011 3.227±.010 9.772±.071 2.413±.072

MLD-1 CLIP [52] 77× 256 0.737±.002 0.422±.012 3.436±.010 9.840±.082 2.799±.107

Table 7. Quantitative comparison of the employed language models. Here we set batch size to 500 and only change the text encoder τwθ .

B.2. Effectiveness of Long Skip Connection

We have demonstrated the effectiveness of skip connection, especially on diffusion models in Tab. 5. Here we analyze
its influence on the training of diffusion stage. As shown in Fig. 9, the model with long skip connection not only achieves
higher performance but also provides faster convergence compared to the other one. The results suggest leveraging long skip
connections for iterative motion diffusion models.
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Figure 9. The evaluation on long skip connection on diffusion training stage. Two sub-figures are under the same training process and
evaluated on the test set of HumanML3D. Training steps indicate the epoch number.

B.3. Diffusion on Autoencoder or VAE

We study the importance of regularization on motion latent space. The regularized latent space provides stronger genera-
tion ability and supports the latent diffusion models as demonstrated:

Method Reconstruction Generation

MPJPE ↓ PAMPJPE↓ ACCL↓ FID↓ DIV→
Autoencoder 38.5 28.2 5.8 0.156 9.628
VAE 14.7 8.9 5.1 0.017 9.554

Method R Precision FID↓ MM Dist↓ Diversity→ MModality↑Top 3↑
MLD w/ Autoencoder 0.581±.003 5.033±.061 4.600±.018 7.953±.083 3.754±.111

MLD w/ VAE 0.772±.002 0.473±.013 3.196±.010 9.724±.082 2.413±.079

Table 8. Evaluation of autoencoder (without Kullback-Leibler regularization) and VAE model on motion generations.



B.4. Prediction of Denoising

We compare predicting the denoised latent vector z0 directly instead of ε in the denoising process. Tab. 9 shows that the
latter performs better, which verifies the proposal from DDPM [23].

Methods R Precision ↑ FID↓ MM Dist↓ Diversity→ MModality↑
Top 1 Top 2 Top 3

MLD-1 (z0) 0.447±.002 0.633±.002 0.734±.002 0.513±.011 3.384±.008 9.181±.065 0.735±.055

MLD-1 (ε) 0.481±.003 0.673±.003 0.772±.002 0.473±.013 3.196±.010 9.724±.082 2.413±.079

Table 9. Comparison of text-to-motion. (cf. Tab. 1 for details.)

C. Inference time
We provide a detailed ablation study with DDIM below. In Tab. 10, MLD reduces the computational cost of diffusion

models, which is the main reason for faster inference. The iterations of diffusion further widen the gap in computational cost.
Please note the bad FID of MDM with DDIM is mentioned in their GitHub issues #76.

Methods

Total Inference Time (s) ↓ FLOPs (G) ↓

Parameter

FID ↓
DDIM DDPM DDIM DDPM DDIM DDPM

50 100 200 1000 50 100 200 1000 50 100 200 1000

MDM 225.28 456.70 911.36 4546.23 597.97 1195.94 2391.89 11959.44 x ∈ R196×512 7.334 5.990 5.936 0.544
MLD 10.24 16.38 28.67 148.97 29.86 33.12 39.61 91.60 z ∈ R1×256 0.473 0.426 0.432 0.568

Table 10. Evaluation of inference time costs on text-to-motion: we evaluate the total inference time to generate 2048 motion clips with
different diffusion schedules, floating point operations (FLOPs) counted by THOP library, the size of diffusion input, and FID.

D. Latent space visualization
We provide the visualizations of the t-SNE results on the latent space in Fig. 10 to demonstrate how latent space evolves

during the diffusion process with different actions. From left to right, it shows the evolved latent codes during the inference
of diffusion models.
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Figure 10. Visualization of the t-SNE results on evolved latent codes ẑt during the reverse diffusion process (inference) on action-to-motion
task. t is the diffusion step but ordered in the forward diffusion trajectory. ẑt=49 is the initial random noise. ẑt=0 is our prediction. We
sample 30 motions for each action label.

E. Evaluation of Hyperparameters
Here, we present two different experiments of text-to-motion on HumanML3D [17]. The first experiment is to change the

dropout p and scale in classifier-free diffusion guidance [24]. In Tab. 11, we find that by changing dropout p from 0.1 to 0.25,
the text correspondences (R Precision) become worse but the motion quality (FID) gets better. It is the same as changing
scale s range from 7.5 to 2.5. Besides, some settings like (0.25, 7.5) achieve the best FID of 0.229, but we still suggest
(0.1, 7.5) as dropout and scale (p, s) for MLD models (Sec. 4) overall metrics.



Next, in Tab. 12, we experiment with batch sizes of 32, 64, 128, 256 and 512 under 8 Tesla V100 each with 32 GPU
memory. We set it to 64 in our other experiments.

Models Classifier-free R Precision FID↓ MM Dist↓ Diversity→ MModality↑
Dropout Scale Top 3↑

Real - - 0.797±.002 0.002±.000 2.974±.008 9.503±.065 -

MLD-1 p = 0.05 s = 7.5 0.766±.002 0.574±.013 3.237±.007 9.664±.069 2.433±.074

MLD-1 p = 0.10 s = 7.5 0.772±.002 0.473±.013 3.196±.010 9.724±.082 2.413±.079

MLD-1 p = 0.15 s = 7.5 0.765±.002 0.311±.009 3.209±.007 9.649±.065 2.525±.070

MLD-1 p = 0.20 s = 7.5 0.761±.002 0.279±.011 3.243±.009 9.632±.082 2.651±.080

MLD-1 p = 0.25 s = 7.5 0.757±.002 0.229±.010 3.260±.008 9.649±.069 2.685±.084

MLD-1 p = 0.30 s = 7.5 0.759±.002 0.289±.010 3.249±.008 9.670±.073 2.650±.082

MLD-1 p = 0.10 s = 1.5 0.648±.002 0.401±.019 3.857±.009 9.263±.056 3.914±.115

MLD-1 p = 0.10 s = 2.5 0.720±.002 0.350±.013 3.441±.010 9.549±.058 3.201±.098

MLD-1 p = 0.10 s = 3.5 0.745±.002 0.358±.011 3.299±.009 9.639±.065 2.890±.087

MLD-1 p = 0.10 s = 4.5 0.758±.002 0.375±.011 3.232±.009 9.676±.069 2.701±.078

MLD-1 p = 0.10 s = 5.5 0.764±.002 0.396±.011 3.202±.010 9.681±.072 2.577±.076

MLD-1 p = 0.10 s = 6.5 0.767±.002 0.424±.011 3.191±.009 9.658±.072 2.498±.074

MLD-1 p = 0.10 s = 7.5 0.772±.002 0.473±.013 3.196±.010 9.724±.082 2.413±.079

MLD-1 p = 0.10 s = 8.5 0.768±.002 0.504±.012 3.207±.009 9.604±.073 2.413±.072

MLD-1 p = 0.10 s = 9.5 0.766±.001 0.555±.012 3.227±.010 9.567±.072 2.394±.069

Table 11. Classifier-free Diffusion Guidance: We study the influence of its hyperparameters, dropout p and scale s on text-to-motion.

Models Batch Size R Precision FID↓ MM Dist↓ Diversity→ MModality↑Top 3↑
Real - 0.797±.002 0.002±.000 2.974±.008 9.503±.065 -

MLD-1 32 0.761±.003 0.445±.012 3.243±.010 9.751±.086 2.581±.070

MLD-1 64 0.772±.002 0.473±.013 3.196±.010 9.724±.082 2.413±.079

MLD-1 128 0.771±.002 0.421±.013 3.187±.008 9.691±.080 2.370±.078

MLD-1 256 0.770±.002 0.423±.010 3.211±.007 9.800±.070 2.401±.074

MLD-1 512 0.769±.002 0.446±.011 3.227±.010 9.772±.071 2.413±.072

Table 12. Batch Size: We explore the evaluation of the batch size. We find the results are close and suggest 64 and 128 in this task.

F. User Study
For the pairwise comparisons of the user study presented in Fig. 11, we use the force-choice paradigm to ask “Which of the

two motions is more realistic?” and “which of the two motions corresponds better to the text prompt?”. The provided motions
are generated from 30 text descriptions, which are randomly generated from the test set of HumanML3D [17] dataset. We
invite 20 users and provide three comparisons, ours and MDM [69], ours and T2M [16], ours and real motions from the
dataset. Our MLD was preferred over the other state-of-the-art methods and even competitive to the ground troth motions.

72%
87%65%

75%

42% 49%

Which of the two motions is more realistic? which of the two motions corresponds better to the text prompt?

MLD vs MDM MLD vs T2M MLD vs GT

Figure 11. User Study: Each bar indicates the preference rate of MLD over other methods. The red line indicates the 50%. Please refer to
the supplemental video for the comparisons of dynamic motion results.



G. Motion Representations
Four relevant motion representations are summarized:
HumanML3D Format [17] proposes a motion representation x1:L inspired by motion features in character control [66,

45, 65]. This redundant representation is quite suited to neural models, particularly variational autoencoders. Specifically,
the i-th pose xi is defined by a tuple of root angular velocity ṙa ∈ R along Y-axis, root linear velocities (ṙx, ṙz ∈ R) on
XZ-plane, root height ry ∈ R, local joints positions jp ∈ R3Nj , velocities jv ∈ R3Nj and rotations jr ∈ R6Nj in root space,
and binary foot-ground contact features cf ∈ R4 by thresholding the heel and toe joint velocities, where Nj denotes the joint
number, giving:

xi = {ṙa, ṙx, ṙz, ry, jp, jv, jr, cf}. (5)

SMPL-based Format [40]. The most popular parametric human model, SMPL [40] and its variants [57, 44] propose
motion parameters θ and shape parameters β. θ ∈ R3×23+3 is rotation vectors for 23 joints and a root, and β are the weights
for linear blended shapes. This representation is popular in markerless motion capture [21, 8, 31]. By involving the global
translation r, the representation is formulated as:

xi = {r, θ, β}. (6)

MMM Format [67]. Master Motor Map (MMM) representations propose joints angle parameters by adopting a uniform
skeleton structure with 50 DoFs. And most recent methods [2, 13, 47] on text-to-motion task followed preprocess procedure
in [25] which transform joint rotation angles to J = 21 joints XYZ coordinates, giving pm ∈ R3J , and global trajectory
troot for the root joint. The preprocessed representation can be formulated as

xi = {pm, troot}. (7)

Latent Format [40]. Latent representations are widely used in neural models [46, 47, 19, 9]. We recognize it as motion
representation in latent space. By leveraging VAE models, latent vectors can represent plausible motions as:

x̂1:L = D(z), z = E(x1:L) (8)

H. Details on Motion Latent Diffusion Models
H.1. Details Information on Variational Autoencoder Models

We take HumanML3D [17] and its motion representation (Sec. G) as an example here to explain our loss details of
Variational Autoencoder Models V . The motion x1:L includes joint features and is supervised with data term by mean
squared error:

Ldata =
∥∥x1:L −D(E(x1:L))∥∥2 . (9)

To regularize latent space as a standard variational autoencoder [30], we employ a Kullback-Leibler term between
q(z|x1:L) = N (z; Eµ, Eσ2) and a standard Gaussion distribution N (z; 0, 1). The full training loss of the VAE model V
follows:

LV = Ldata(x1:L,D(E(x1:L))) + λregLreg(x1:L; E ,D), (10)

where λreg is a low weight to control the regularization. The KIT [48], HumanAct12 [19] and UESTC [26] dataset processed
by [47, 46] also supports SMPL-based [40] motion representation. Here we list the loss terms for this representation. The
data term formulates as followed:

Ldata =

L∑
i=1

∥∥ri − r̂i∥∥
2
+

L∑
i=1

∥∥∥θi − θ̂i∥∥∥
2
+
∥∥∥β − β̂∥∥∥

2
. (11)

Here the motion is x1:L = {ri, θi, β}Li=1, which includes global translation ri, pose parameter θi and shape parameter β of
the i-th frame. To enhance the full-body supervision, the reconstruction term on the SMPL vertices follows:

Lmesh =

L∑
i=1

∥∥∥Vi −M(r̂i, θ̂i, β̂i)
∥∥∥2 , (12)



where the body reconstruction function M(·) is from the differentiable SMPL layer, while the vertices Vi are calculated with
the ground truth motion parameters using the same layer. The reconstruction loss builds global supervision on almost all
predicted parameters {rt, θt, β} and shows a reliable supervision [46] for motion generation. The full objective on SMPL-
based motion representation reads:

LV = Ldata + λmeshLmesh + λregLreg. (13)

where λmesh is the weight to enhance the supervision on the full-body vertices. Besides, the regularization term is the
same as the Kullback-Leibler term in Eq. (11). In practice, the shape parameters, as part of global motion features, increase
the complexity of motion generation and influence joint positions. We finally utilize the objective of Eq. (11) to train our
text-based models and Eq. (13) to train action-based models in comparisons and evaluations.

H.2. Network Architectures

The details of network architecture are shown as Fig. 12, our MLD comprises three main components, motion encoder E ,
motion decoder D and latent denoiser εθ. Please refer to the following figure and Tab. 13 for more details.
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Figure 12. Network architecture of our conditional MLD. We explain each component in its right bottom part and the loss terms in Sec. H.1.

H.3. Implementation Details

For the experiments on text-to-motion, action-to-motion, and unconditional motion synthesis, we implement MLDs with
various latent shapes as follows. Specifically, MLD-7 works best in evaluating VAE models (Tab. 4), and MLD-1 wins these
generation tasks (Tabs. 1, 2, 3 and 6). In other words, MLD-7 wins the first training stage for the VAE part, while MLD-
1 wins the second for the diffusion part. We thought MLD-7 should perform better than MLD-1 in several tasks, but the
results differ. The main reason for this downgrade of a larger latent size, we believe, is the small amount of training data.
HumanML3D only includes 15k motion sequences, much smaller than billions of images in image generation. MLD-7 could
work better when the motion data amount reaches the million level.



MLD-1 MLD-2 MLD-5 MLD-7 MLD-10

z-shape 1× 256 2× 256 5× 256 7× 256 10× 256
Training Diffusion steps 1000 1000 1000 1000 1000
Inference Diffusion steps 50 50 50 50 50
Noise Schedule scaled linear scaled linear scaled linear scaled linear scaled linear
Denoiser Heads Number 4 4 4 4 4
Denoiser Transformer Layers 9 9 9 9 9
Conditioning concat concat concat concat concat

Embedding Dimension 256 256 256 256 256
VAE Heads Number 4 4 4 4 4
VAE Transformer Layers 9 9 9 9 9

Model Size (w/o clip) 26.9M 26.9M 26.9M 26.9M 26.9M
Diffusino Batch Size 64 64 64 64 64
Diffusion Epochs 2000 2200 2400 2600 2800
VAE Batch Size 128 128 128 128 128
VAE Epochs 4000 4500 5000 5500 6000
Learning Rate 1e-4 1e-4 1e-4 1e-4 1e-4

Table 13. Hyperparameters for the conditional MLDs in experiments. We train these models on 8 Tesla V100. The smaller latent shape
lowers the computational requirements and provides faster inference.

I. Metric Definitions
We provide more details of evaluation metrics in Sec. 4.1 as follows.
Motion Quality. Frechet Inception Distance (FID) is our principal metric to evaluate the distribution similarity between

generated and real motions, calculated with the suitable feature extractor [19, 46, 16] for each dataset. Besides, to evaluate
the motion reconstruction error of VAEs, we use popular metrics in motion capture [31, 8, 71], MPJPE, and PAMPJPE [14]
for global and local errors in millimeter, Acceleration Error (ACCL) for the quality on temporal.

Generation Diversity. Following [19, 18], we use Diversity (DIV) and MultiModality (MM) to measure the motion
variance across the whole set and the generated motion diversity within each text input separately. Here we take the text-to-
motion task as an example to explain the calculation steps and for other tasks the operations are similar. To evaluate Diversity,
all generated motions are randomly sampled to two subsets of the same size Xd with motion feature vectors {x1, .., xXd

}
and {x′

1, .., x
′

Xd
} respectively. Then diversity is formalized as:

DIV =
1

Xd

Xd∑
i=1

||xi − x
′

i||.

To evaluate MultiModality, a set of text descriptions with size Jm is randomly sampled from all descriptions. Then two
subsets of the same size Xm are randomly sampled from all motions generated by j-th text descriptions, with motion feature
vectors {xj,1, .., xj,Xm

} and {x′

j,1, .., x
′

j,Xm
} respectively. The multimodality is calculated as:

MM =
1

Jm ×Xm

Jm∑
j=1

Xm∑
i=1

||xj,i − x
′

j,i||.

Condition Matching. For the text-to-motion task, [16] provides motion/text feature extractors to produce geometri-
cally closed features for matched text-motion pairs, and vice versa. Under this feature space, motion-retrieval precision (R
Precision) first mix generated motion with 31 mismatched motions and then calculates the text-motion top-1/2/3 matching
accuracy, and Multi-modal Distance (MM Dist) that calculates the distance between generated motions and text. For action-
to-motion, for each dataset a pretrained recognition model [19, 46] is used to calculate the average motion Accuracy (ACC)
for action categories.

Time Costs. To evaluate the computing efficiency of diffusion models, especially the inference efficiency, we propose
Average Inference Time per Sentence (AITS) measured in seconds. In our case, we calculate AITS (cf. Fig. 6) on the test set
of HumanML3D [17], set the batch size to one, and ignore the time cost for model and dataset loading parts.


