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Abstract

Optical flow is an indispensable building block for
various important computer vision tasks, including mo-
tion estimation, object tracking, and disparity measure-
ment. In this work, we propose TransFlow, a pure trans-
former architecture for optical flow estimation. Com-
pared to dominant CNN-based methods, TransFlow
demonstrates three advantages. First, it provides more
accurate correlation and trustworthy matching in flow
estimation by utilizing spatial self-attention and cross-
attention mechanisms between adjacent frames to effec-
tively capture global dependencies; Second, it recovers
more compromised information (e.g., occlusion and mo-
tion blur) in flow estimation through long-range tempo-
ral association in dynamic scenes; Third, it enables a
concise self-learning paradigm and effectively eliminate
the complex and laborious multi-stage pre-training pro-
cedures. We achieve the state-of-the-art results on the
Sintel, KITTI-15, as well as several downstream tasks,
including video object detection, interpolation and sta-
bilization. For its efficacy, we hope TransFlow could
serve as a flexible baseline for optical flow estimation.

1. Introduction
With the renaissance of connectionism, rapid

progress has been made in optical flow. Till now, most
of the state-of-the-art flow learners were built upon Con-
volutional Neural Networks (CNNs) [5,7,16,32,40,44].
Despite their diversified model designs and tantalizing
results, existing CNN-based methods commonly rely on
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Figure 1. Conceptual comparison of flow estimation meth-
ods. Existing CNN-based methods regress flow via lo-
cal spatial convolutions, while TransFlow relies on Trans-
former to perform global matching (both spatial and tempo-
ral). The demo video can be found in https://youtu.
be/xbnyj9wspqA.

spatial locality and compute displacements from all-pair
correlation volume for flow prediction (Fig. 1(a)). Very
recently, the vast success of Transformer [42, 47, 48]
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stimulates the emergence of attention-based paradigms
for various tasks in language, vision, speech, and more.
It appears to form a unanimous endeavor in the deep
learning community to develop unified methodologies
for solving problems in different areas. Towards unify-
ing methodologies, less inductive biases [42] are intro-
duced for a specific problem, which urges the models to
learn useful knowledge purely from the input data.

Jumping on the bandwagon of unifying architecture,
we study applying Vision Transformer [13] to the task
of optical flow. The following question naturally arises:
What are the major limitations of existing CNN-based
approaches? Tackling this question can provide in-
sights into the model design of optical flow, and mo-
tivate us to rethink the task from an attention-driven
view. First, the concurrent CNN-based methods demon-
strate inefficiency in modeling global spatial dependen-
cies due to the intrinsic locality of the convolution op-
eration. It usually requires a large number of CNN lay-
ers to capture the correlations between two pixels that
are spatially far away. Second, CNN-based flow learn-
ers generally model the flow between only two consecu-
tive frames, and fail to explore temporal associations in
the neighboring contexts, resulting in weak prediction
in the presence of significant photometric and geometric
changes. Third, the existing training strategy usually re-
quires a tedious pipeline. Performance guarantees heav-
ily rely on excessive pre-training on extra datasets (e.g.,
FlyingChairs [14], FlyingThings [33], etc). Without ad-
equate pre-training procedures, the model typically con-
verges with large errors.

In order to craft a Transformer architecture for optical
flow that pursues performance guarantees, the question
becomes more fundamental: How to address these lim-
itations using Transformer? As responses to this ques-
tion, we articulate the technical contributions to address
each of the above limitations:

• We introduce spatial attention mechanism that
effectively captures global dependencies and
achieves precise correlation and reliable matching
for flow estimation. Essentially, the spatial at-
tention in Transformer enables effective contextual
cue propagation from coherent regions to the sur-
roundings with heavy-tailed noise, motion blurs,
and large displacements, which significantly pre-
vents performance degradation in flow estimation.

• We explicitly model temporal association in dy-
namic scenes using multi-frame features extracted
in the designed Transformer encoder. The corre-
spondences among different frames are learned to
generate the final estimated flow. One advantage

is that when a region in a frame is occluded or
blurred, neighboring frames can effectively recover
the missing information based on the learned tem-
poral association.

• We design a concise self-supervised pre-training
module that effectively eliminates the complex and
laborious multi-stage pre-training procedures. In
particular, extended from MAE [17], we develop a
masking strategy during the training to adaptively
mask out visual tokens and learn strong pixel rep-
resentations by reconstructing clean signals from
corrupted inputs. We demonstrate that the sim-
ple architecture results in a powerful entrance
model, achieving stronger performance compared
with SOTA baselines [19, 23, 32, 41, 60].

In summary, we re-formalize typical optical flow esti-
mation within a pure transformer architecture — Trans-
Flow (Fig. 1(b)), which factorises pixel-wise flow learn-
ers with spatial dependencies and temporal associations
to increase performance guarantees. Remaining of the
work is organized as follows: §2 provides literature re-
view on the concurrent flow estimation methods. §3 de-
scribes the model architecture of TransFlow. In §4, we
detail the configuration setup and experimental settings.
Concretely, §4.1, shows that our method achieves im-
pressive results in popular flow estimation datasets (e.g.
Sintel [4] and KITTI 2015 [34]) and outperforms recent
leading approaches; In §4.2, with a set of diagnostic ex-
periment, our extensive experimental settings verify the
effectiveness of our method. In §4.3, we demonstrate
the transferability and generalizability of our method
for modeling object motion for downstream tasks (i.e.,
video object detection, video interpolation, and video
stabilization), which can benefit from our method with-
out bells and whistles. In the end, we make conclusions
in §5 to highlight that this work is expected to pave the
way for future research in this area.

2. Important Knowns and Gap
Optical Flow Learners. Traditionally, optical flow was
formulated as an energy optimization problem for max-
imizing similarity between image pairs [2, 3, 39]. More
recently, visual similarity is computed via the computa-
tionally expensive correlation of high-dimensional fea-
tures encoded by convolutional neural networks [14, 18,
19, 21, 40, 41]. FlowNet [14] was the first end-to-end
CNN-based network, which uses a coarse and refined
branch for optical flow estimation. Its successive work,
FlowNet2.0 [21], adopted a stacked architecture with
warping operation, leading to improved performance.
Following the coarse-to-fine strategy, PWC-Net [40] de-
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Figure 2. Overall model architecture of TransFlow. It consists of three major components, a spatial-temporal encoder, a flow
decoder, and a self-supervised pre-training module. The spatial-temporal encoder jointly performs spatial globalization and tempo-
ral association among patch tokens. The flow decoder decodes the feature maps for multiple frames and generates the final optical
flow. The pre-training module is designed to learn effective image representation in a self-supervised manner.

veloped a framework composed of stacked image pyra-
mids, image warping and cost volumes; Hofinger et al.,
[18] replaced the image warping with a sampling-based
strategy to improve the cost volume construction; Teed
and Deng et al., [41] proposed to build a 4D cost volume
for matching between all pairs of pixels and added a re-
current decoder for propagation. However, feature maps
generated in these methods are usually suffering from
a limited receptive field and high susceptibility to out-
liers, making them unsuitable as effective structures for
learning global motion clues. Essentially, our method is
conceptually different from these pioneer arts. We de-
sign a transformer structure that takes advantage of both
self- and cross- attentions and temporal association for
effective global matching. Moreover, we demonstrate it
is possible to achieve competitive results without costly
training pipelines, using self-supervised learning.

Attention in Optical Flow. While becoming the stan-
dard for natural language processing tasks [10, 12], a
flurry of research has successfully introduced Trans-
formers to computer vision. Inspired by successes in im-
age classification [13, 57], multiple recent architectures
have been trying to combine CNN-based architectures
with self-attention, including detection [6, 9], image
restoration [49], video inpainting [29] and flow estima-
tion [38]. Recently, there have been several attempts to
apply Transformer structures to boost the performance
of optical flow. Generally for these works, attention is
applied in tandem with CNNs to compensate for the ab-
sence of image-specific inductive bias [29,50,52,55]. A
stack of Transformer blocks are added between CNN en-
coder and decoder for preventing blurry edges [29] and
a combination of light-weight self-attention and convo-
lutions are unitized to improve the inconsistent segmen-
tation output [55]. The most relevant work to ours is
FlowFormer [19]. It embeds the 4D cost volume into

a latent feature with a transformer-based structure and
decodes the latent feature with a convolutional recur-
rent network. There are some major differences between
this work and ours. First, they only model two consecu-
tive frames but ignore long-range temporal correlations.
Second, we enable efficient and effective pre-training in
optical flow, which fully explores the potential of the
transformer model to rely on the target datasets only.
More comparisons of these two are in the experiments.

3. TransFlow
The task of optical flow is to estimate a series of

dense displacement fields from a sequence of consec-
utive frames. The overview of the TransFlow model
architecture is illustrated in Fig. 2. Our TransFlow is
a transformer model that consists of three major com-
ponents, a spatial-temporal encoder, a flow decoder
and a self-supervised pre-training module. The spatial-
temporal encoder jointly performs spatial globalization
and temporal association to effectively capture the cor-
relations among frames and propagate global flow fea-
tures. The flow decoder decodes the feature maps for
multiple frames which are then used to generate the es-
timated optical flow. The pre-training module is de-
signed to learn the effective image pixel representation
in a self-supervised manner, which eliminates the com-
plex and laborious multi-stage pre-training procedures
widely used in previous approaches.

3.1. Problem Definition

The input is a sequence of framesX ∈ RT×H×W×C ,
which consists of T frames andC channels with (H,W )
as the resolution. Following the work in ViT [13],
we split each frame into N fixed-size non-overlapping
patches xp, where p ∈ {1, 2, ..., N}, h×w is patch size,
andN = H

h ×
W
w ensuring theN patches span the entire

3



frame. The purpose of TransFlow is to output a sequence
of feature map m for each frame, which is then used to
generate the per-pixel displacement field f between any
source and target frames.

3.2. Spatial-Temporal Encoder

Spatial Globalization The existing CNN-based flow
learners demonstrate inefficiency in modeling global
spatial dependencies due to the intrinsic locality of the
convolution operation. However, the global spatial cor-
relation is important information which enables effec-
tive contextual cue propagation from coherent regions to
the surroundings with heavy-tailed noise, motion blurs,
and large displacements, preventing performance degra-
dation in estimating the optical flow.

In this work, we apply a spatial attention mechanism
between two consecutive frames to capture the global
spatial dependencies among the pixels. In particular,
similar to ViT [13], each patch xp (cf . Table 2b for patch
size) is first converted into a d-dimensional embedding
vector ep ∈ Rd with a projection matrix We. The final
input sequence of patch embeddings is denoted as:

z0 = [e1, e2, . . . , eN ] ;

ep = We · xp + pp,
(1)

where pp is a set of learnable position embeddings (cf .
Table 2c) to retain the positional information, which is
significant to motion clues. The patch tokens are passed
through a series of Multi-head Self-Attention (MSA),
Multi-head Cross-Attention (MCA) and MLP layers:

y` = MLP
(
MSA

(
z`−1

))
+ z`−1;

z` = MLP
(
MCA

(
y`

))
+ y`.

(2)

Essentially, the self-attention is used to capture the
global pixel dependencies within the same frame, while
the cross-attention is designed to communicate the infor-
mation between two adjacent frames. The self-attention
and cross-attention are defined as:

MSA(z) = softmax
(
Q ·KT /

√
d
)
·V;

MCA (z) = softmax
(
Q ·K′T /

√
d
)
·V′,

(3)

where Q = z ·WQ, K = z ·WK and V = z ·WV are
the query, key and value embedding matrices in MSA.
K′ = z′ ·W′K and V′ = z′ ·W′V are the key and
value embedding matrices in MCA.

The output from the attention layers is the refined cor-
relation features, and we interleave the self-attention and
cross-attention layers by L times. Through the joint ag-
gregation, we benefit from the feature aggregation via

local frame in self-attention, which is further facilitated
via adjacent perspectives in cross-attention, as depicted
in Fig. 2 (a).

Temporal Association Previous approaches for esti-
mating optical flow from each pair of adjacent frames
are less effective as they ignore the inherent nature of
long-range temporal associations. The motion estima-
tion in discontinuous and occluded regions cannot be
well modelled under modern architectures. To better
capture high-level temporal information in the flow to-
kens, we learn the token embeddings by jointly model-
ing the temporal association with the spatial attention
described above. As a result, each transformer layer
can measure long-range interaction between input em-
beddings. Specifically, given a sequence of attentioned
features from video clips consisting of T frames (see re-
lated experiments in Table 2d), we iteratively choose one
as query and the rest as key features to compute the tem-
poral attention using Softmax, which is similar as Eq.
3. Resulting in a d-dimensional embedded feature vol-
ume z ∈ RT×h×w×d, the feature volume is then passed
to the following transformer decoding block. By learn-
ing temporal festures in this way, temporal information
can be accumulated into each frame to capture temporal
associations across frames, which is shown in Fig. 2 (a).

3.3. Flow Decoder

Different from the traditional Transformer decoder,
our decoder is designed to decode the feature maps of
all frames (Fig. 2 (b)). These decoded features are then
utilized in obtaining the final flows. Therefore, our de-
coder aims to generate multiple feature maps at the same
time with a fixed sequence length, instead of autoregres-
sive decoding. There are two major advantages in such
a design. First, simultaneous decoding allows us to re-
move the encoder-decoder cross-attention in the tradi-
tional Transformer decoders. Second, beam search is no
longer needed, which makes our decoding process much
more efficient. Therefore, in this work, we adopt a struc-
turally symmetric design with the Transformer encoder.
In other words, our decoder has the same self-attention
architecture as our encoder except that the input to the
decoder is the latent cost embedding from the encoder.

Given the decoded feature maps between two con-
secutive frames, we compare the feature similarity by
computing the correlation following [46]. To enable the
end-to-end training, we apply the differentiable match-
ing layer [54] to identify the correspondence from the
adjacent frames. The final flow f can then be generated
from the correspondences. During training, we further
conduct an additional occlusion detection [15] by per-
forming a forward consistency checking and considering
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pixels to be occluded if the mismatching in both frames
is too large. Consequently, the occlusion areas Mocc is
computed as Mocc = fD(Is− It(x+f)), where fD can
be any function that measures the photometric distance.
f is the estimated forward optical flow. Is and It are the
source and target images/frames. The overall objective
can be formulated as:

L =

R∑
i=1

(1−Mocc)γ
(i−R) ‖fgt − f‖1 , (4)

where R is the total number of the training iterations. γ
is a hyperparameter that controls the weight of the loss
among different iterations. fgt stands for the provided
ground-truth flow map.

3.4. Self-supervised Pre-training

The performance of the existing flow learners heav-
ily relies on excessive pre-training on extra synthetic
datasets, followed by fine-tuning on the target domain.
Without adequate pre-training procedures on large-scale
data, the model typically converges with large errors.
Therefore, it is an important task to design an effi-
cient and effective pre-training strategy that improves
the downstream optical flow task.

Inspired by the recent MAE [17], we introduce a
masking strategy in self-supervised pre-training that
adaptively masks out patch tokens and learns pixel rep-
resentations by reconstructing clean signals from cor-
rupted inputs. Specifically, we learn a score map for
patch selection to choose the most informative patches
as masked tokens under a determined ratio, as opposed
to randomly masking in [17] or uniformly masking in
[28]. In our diagnostic experiments (cf . Table 2e and
2f), we will demonstrate that the capability of our self-
learning paradigm in recovering crucial regions can be
enhanced. More specifically, we adopt multiple layers
of self-attention blocks taking all the patch token em-
beddings as input. The attention map is then calculated
as the correlation between the query embedding from the
image tokenQ and all key embeddings across all patches
K. The correlations are then followed by a Softmax ac-
tivation to generate the correlation score map Sc, as de-
picted in Eq. 5. The correlation score map output from
the final layer of the attention blocks will be utilized to
guide our strategic masking learning:

Sc = softmax(Q ·KT ) (5)

The obtained correlation score map Sc is then mod-
eled as a ranking problem to be sorted in an ascending
order to select the most informative tokens for masking,
as in Fig. 2 (c). In order to prevent the discrete property

of the argsort operation, we instead utilize the soft sort
operation in [36] denoting as SST (·):

SST (·) = softmax(
|sort(Sc)1T − 1(Sc)

T |
τ

) (6)

where | · | calculates element-wise absolute and τ is the
temperature constant that is set to 0.1 to control the de-
gree of approximation. With the differentiable sorting,
we are able to identify and retain the most significant
token candidates and adaptively learn the score map as
network weights in conjunction with our primary task.

4. Experiments
Datasets. Existing flow estimation approaches re-
quire a tedious training pipeline which first pre-train
the models on FlyingChairs (“C”) [14] and FlyingTh-
ings (“T”) [33], and then fine-tune the trained models
on Sintel (“S”) [4] and KITTI 2015 (“K”) [34]. With-
out the progressive steps, the flow estimation perfor-
mance will get a significant degradation. Simplifying
the cumbersome procedures, we rely on training optical
flow task on the target domain without excessive pre-
training stages. MPI-Sintel [4] dataset is rendered based
on animated movies and is split into Clean and Final
pass. KITTI-15 [34] contains 200 training and 200 test-
ing road scenes with sparse ground truth flow, where im-
ages are captured via stereo cameras. For datasets pro-
vide only pairwise flow (e.g., KITTI-15), we access raw
data in the self-supervised pre-training.
Implementation Details. We stack 12 transformer
blocks in the encoder to adaptively learn the feature
encoding. To keep the resolution to be the same as
the input, we adopt the convex upsampling technique
in [41] to upsample the prediction. The model is first
pre-trained in a self-learning paradigm with a learning
rate of 1e-4 and then the entire network is continuously
trained on the target domain with a batch size of 6 and
learning rate of 12.5e-5 for 140K steps. For the hyper-
parameters, γ is set to 0.8 and the masking ratio is 50%.
The detailed diagnostic experiments of these hyperpa-
rameters are provided in §4.2.
Evaluation Metrics. The main evaluation metrics,
used by the Sintel datasets, is the average end-point er-
ror (AEPE), which denotes the average pixel-wise flow
error. The KITTI dataset adopts F1-epe (%) and F1-all
(%), which refers to the percentage of flow outliers over
all pixels on foreground regions and entire image pixels.

4.1. Comparison to the State-of-the-Art Methods

Quantitative Evaluations. We compare our approach
with existing supervised flow estimation methods on
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Sintel (train) KITTI-15 (train) Sintel (test) KITTI-15 (test)Training Data Method clean final F1-epe F1-all clean final F1-all

C+T

PWC-Net [CVPR18] [40] 2.55 3.93 10.35 33.7 - - -
HD3 [CVPR19] [56] 3.84 8.77 13.17 24.0 - - -

LiteFlowNet [TPAMI20] [20] 2.24 3.78 8.97 25.9 - - -
RAFT [ECCV20] [41] 1.43 2.71 5.04 17.4 - - -

FM-RAFT [ECCV21] [25] 1.29 2.95 6.80 19.3 - - -
GMA [ICCV21] [24] 1.30 2.74 4.69 17.1 - - -

Separable Flow [ICCV21] [58] 1.30 2.59 4.60 15.9 - - -
Flow1D [ICCV21] [53] 1.98 3.27 5.59 22.95 - - -

AGFlow [AAAI22] [31] 1.31 2.69 4.82 17.0 - - -
KPA-Flow [CVPR22] [30] 1.28 2.68 4.46 15.9 - - -

Flowformer [ECCV22] [19] 1.01 2.40 4.09 14.72 - - -
Ours 0.93 2.33 3.98 14.4 - - -

C+T+S+K
(+H)

PWC-Net [CVPR18] [40] - - - - 4.39 5.04 9.60
HD3 [CVPR19] [56] 1.87 1.17 1.31 4.1 4.79 4.67 6.55

LiteFlowNet [TPAMI20] [20] 1.35 1.78 1.62 5.58 4.54 5.38 9.38
RAFT [ECCV20] [41] 0.77 1.20 0.64 1.5 2.08 3.41 5.27

FM-RAFT [ECCV21] [25] 0.86 1.75 0.75 2.1 1.77 3.88 6.17
Separable Flow [ICCV21] [58] 0.71 1.14 0.68 1.57 1.99 3.27 4.89

Flow1D [ICCV21] [53] (0.84) (1.25) - (1.6) (2.24) (3.81) (6.27)
KPA-Flow [CVPR22] [30] (0.60) (1.02) (0.52) (1.10) (1.35) (2.36) (4.60)

Flowformer [ECCV22] [19] (0.48) (0.74) (0.53) (1.11) (1.16) (2.09) (4.68)
Ours (0.42) (0.69) (0.49) (1.05) (1.06) (2.08) (4.32)

Table 1. Quantitative comparisons with state-of-the-arts. We follow existing works to compare the results on two standard
benchmarks Sintel and KITTI-15. ”C+T” denotes training only on FlyingChairs and FlyingThings datasets and testing on others for
the generalization ability. ”C+T+S+K(+H)” denotes training on mixed datasets and testing on Sintel and KITTI-15 for evaluation.
Recent works [19,30,53] including HD1K [26] dataset for training are marked with brackets in results. Our self-learning paradigm
helps to get superior results by avoiding tedious pre-training stages on ”C/T” and simplifying the training pipeline. The best and
second best results are highlighted in bold and underlined. See §4.1 for details.

the most popular optical flow benchmarks (i.e. Sintel
and KITTI). Without tedious multi-stage flow estima-
tion pre-training on synthetic benchmarks FlyingChairs
and FlyingThings, our designated framework beats ex-
isting state-of-the-art methods, as demonstrated by the
quantitative results in Table 1. As shown, for generaliza-
tion ability, we train our TransFlow on the FlyingChairs
and FlyingThings (C+T) and directly evaluate it on the
Sintel and KITTI-15 without further fine-tuning. Our
TransFlow depicts the best result with the smallest errors
among all compared methods on both datasets. Specif-
ically on the Sintel dataset, we achieves 0.93 and 2.33
AEPE on the clean and final pass, which is 0.50 and 0.38
lower than the widely used method RAFT [41]. On the
KITTI-15 dataset, we reduce the F1-all error by 17.2%
of RAFT [41].

When following the introduced self-learning
paradigm on the target datasets and evaluate on the
Sintel test set, our method achieves a 1.06 and 2.08
AEPE on the Sintel clean and final pass, which is 49%
and 39% lower than RAFT [41], respectively. Similarly
on the KITTI-15 benchmark, our approach performs
a 4.32 F1-all score in errors, which is 0.95 and 0.36
lower than recent RAFT [41] and FlowFormer [19].
However, RAFT [41] and FlowFormer [19] both require
a multi-stage flow estimation pre-trainings before train-
ing on C+T+S+K or C+T+S+K+H datasets. Compared

to those existing approaches, our proposed pipeline
delivers superior performance with significantly simpler
and more effective steps.

Qualitative Evaluations. We sampled test samples
from Sintel val set and provide the corresponding op-
tical flow estimation of the state-of-the-art FlowFormer
[19] and our TransFlow in Fig. 3. As shown, our Trans-
Flow shows superior capability in distinguishing oc-
cluded regions and performing clearer boundaries on
small and thin objects, benefiting from our consideration
in the spatial globalization and temporal associations.
These enhancements demonstrate the efficacy of our de-
signed structures in spatial attentions, temporal associa-
tions, and novel strategic masking strategy in improving
flow reasoning.

4.2. Diagnostic Experiments

Core Components. First, we study the efficacy of the
core components of our algorithm in Table 2a to ana-
lyze their contributions to the final results. As shown,
It can be seen that solely self-attention can yield lim-
ited performance as a baseline of our framework, while
a combination of both self- and cross- attentions boost
the performance thanks to the effective local feature
aggregation between two views. The design of tem-
poral association among multiple frames successfully
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Figure 3. Qualitative results on Sintel val set. Given the target frame, we show the results of the state-of-the-art FlowFormer [19],
our TransFlow results, and the provided ground truth flow. highlights comparing details. See §4.1 for details.

alleviates the potential ambiguities in un-smooth and
occluded regions, therefore bringing further improve-
ment. The strategic masking reduces the reliance on
multi-stage pre-training and benefits our self-learning
paradigm. The occlusion consistency on the flow loss
has a similar effect with the temporal association and
adds additional performance gains to the results. From
Table 2a, each component contributes to the improve-
ment of performance, clearly depicting the effectiveness
of our proposed components.

Patch Settings. We empirically evaluate the end-point
error by adjusting the patch size (cf . §3.2) in our Trans-
Flow. As shown in Table 2b, when patch size are in-
creasingly set from 4 × 4 to 8 × 8, the performance
are slightly improved (0.44 and 0.71 → 0.42 and 0.69)
in EPE and 1.11→ 1.05 in F1-all on Sintel and KITTI
datasets, respectively. Nevertheless, when further en-
larging the patch size to 16× 16, the performance drops
while the cost of computing continues to drop. The rea-
son is that larger patch sizes lead to bigger kernel re-
gions, resulting in the loss of global and long-range con-
text information which is crucial for flow propagation.

Positional Embedding. The efficacy of different posi-
tional embeddings (cf . §3.2) is rarely discussed in pre-
vious works. Consequently, we compare the perfor-
mance of flow estimation under different positional em-
beddings (e.g. Abs/Rel, Learnable/Fixed). As depicted
in Table 2c, we observe that the learnable Abs Pos.
achieves a slightly better result than the fixed Abs Pos.
and a recent Positional Encoding Generator (PEG) [8],
while showing a larger improvement than relative Pos.

We suppose that the fixed sin-cos Abs Pos. can encode
the flow features almost as well as the learnable Abs Pos.
and PEG Pos., and positional embedding is indispens-
able in our setting. In addition, we believe the degrada-
tion from relative Pos. is due to the fact that object mo-
tion requires more absolute position encoding in order
to locate and learn the motion, and global information
is also more important than local relative information in
this task, which is consistent with our claim.

Temporal Length. Table 2d shows that as we increase
the number of frames (cf . §3.2) fed into our tempo-
ral module, the error gets decrease since the network is
able to incorporate longer temporal context and to avoid
temporal artifacts and discontinuous estimation in the
flow. However, Table 2d also demonstrates that the accu-
racy will become saturated once the number of temporal
length is sufficient enough to cover visible motion. Con-
sidering that when increasing the temporal length from
5 to 7, there is no discernible difference in performance
while the computational cost will increase correspond-
ingly. Therefore, we choose 5-frame length as input.

Sampling Strategy. Table 2e shows the effect of vari-
ous sampling strategies for masking (cf . §3.4). We com-
pare our strategic masking with block-wise masking [1],
random masking [17] and uniform masking [28]. Un-
der the same masking ratio, it can be seen the com-
pared samplings have different levels of degradation
compared to ours. The naive block-wise masking and
random masking may destroy the tokens of vital regions
of the original image that are required for object mo-
tion, whereas uniform masking may disregard the sig-
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(a) Contribution of each core component (cf . §3).

Config Sintel (val) KITTI (val)
Self Cross Temporal Masking Occ Clean Final F1-all

0.58 0.81 1.22
0.55 0.78 1.18
0.49 0.73 1.18
0.44 0.70 1.07
0.42 0.69 1.05

(b) Patch size settings (cf . §3.2).

Sintel (val) KITTI (val)Patch size Clean Final F1-all
4 × 4 0.44 0.71 1.11
8 × 8 0.42 0.69 1.05

14 × 14 0.46 0.77 1.14
16 × 16 0.59 0.85 1.21

(c) Different Pos. embeddings (cf . §3.2).
Sintel (val) KITTI (val)Pos. Embed Clean Final F1-all

Fixed Abs Pos. 0.43 0.71 1.06
Learnable Abs Pos. 0.42 0.69 1.05

PEG Pos. 0.42 0.70 1.07
Learnable Rel Pos. 0.47 0.76 1.10

(d) Temporal Length (cf . §3.2).
Sintel (val)Temporal length Clean Final

2 frame 0.47 0.75
3 frame 0.44 0.73
5 frame 0.42 0.69
7 frame 0.43 0.68

(e) Sampling methods (cf . §3.4).
Sintel (val) KITTI (val)Sampling Clean Final F1-all

Block 0.48 0.74 1.10
Random 0.50 0.76 1.13
Uniform 0.45 0.72 1.09
Strategic 0.42 0.69 1.05

(f) Masking ratio (cf . §3.4).
Sintel (val) KITTI (val)Masking ratio Clean Final F1-all

30% 0.45 0.71 1.08
50% 0.42 0.69 1.05
70% 0.46 0.71 1.09
90% 0.49 0.77 1.16

Table 2. A set of diagnostic experiments. The adopted algorithm designs and settings are marked in red. See §4.2 for details.

nificance and relationship between tokens. On the con-
trary, our sampling has the ability to learn pixel repre-
sentations effectively, which validates our claim.
Masking Ratio. Table 2f illustrates the effect of varying
masking ratios (cf . §3.4). It depicts that a suitable mask-
ing ratio (50% for ours) outperforms other settings with
notable advantages. Such an empirical advantage can
be explained by that the higher masking ratio may dis-
card too much necessary information for self-learning
paradigm via reconstruction to learn an effective image
representation, whereas a low masking ratio may not be
sufficient to increase the reconstruction difficulty and,
consequently, the quality of predicting a flow map.

4.3. Downstream Tasks

High-quality flow estimation plays a crucial role
in many video-based downstream tasks. We show
here quantitatively that TransFlow generalizes well and
can help further improve the state-of-the-art of various
video-based tasks, including video object detection, in-
terpolation, and stabilization.

Method Backbone mAP (%)
RDN [11] ResNet-50 76.7
RDN+ours ResNet-50 80.4 (3.7↑)
SELSA [51] ResNet-101 80.3
SELSA+ours ResNet-101 82.9 (2.6↑)
PTSEFormer [43] ResNet-101 87.4

Video
Object

Detection

PTSEFormer+ours ResNet-101 89.1 (1.7↑)
Method PSNR SSIM
SuperSloMo [22] 28.52 0.891
SuperSloMo+ours 28.81 (0.29↑) 0.905 (0.014↑)
IFR-Net [27] 29.84 0.920

Video
Interpolation

IFR-Net+ours 30.02 (0.18↑) 0.932 (0.012↑)

Video
Stabilization

Method Distortion Stablity
StabNet [45] 0.83 0.75
StabNet+ours 0.85 (0.02↑) 0.79 (0.04↑)
PWStableNet [59] 0.79 0.80
PWStableNet+ours 0.82 (0.03↑) 0.82 (0.02↑)

Table 3. Quantitative comparison of downstream video
task performance with our TransFlow. See §4.3 for details.

Video Object Detection. We conduct our experiments
on the ImageNet VID dataset [37] containing over 1M
frames for training and more than 100k frames for vali-
dation. As shown in Table 3, adding TransFlow encoder
feature in RDN [11], SELSA [51] and PTSEFormer [43]
results in 3.7%, 2.6% and 1.7% improvement in the
mean average precision (mAP).

Video Frame Interpolation. To evaluate our model for
8× interpolation, we train SuperSloMo [22] and IFR-
Net [27] on GoPro [35] training set with our TransFlow
encoder features embedded, and test the trained model
on GoPro testing set. As shown in Table 3, the updated
model outperform original methods with 2 input frames
in both PSNR and SSIM (i.e. 0.29 dB higher results than
SuperSloMo and 0.18 dB higher than IFR-Net).

Video Stabilization. We follow the training configura-
tions of StabNet [45] and PWStableNet [59] and aggre-
gate the learned features from the TransFlow encoder
and the original encoder together for the later regressor.
On the DeepStab [45] dataset which contains 61 pairs
of stable and unstable videos, TransFlow feature-added
method achieves a higher Distortion Value (D) and Sta-
bility Score (S) than the ones without it.

5. Conclusion
We propose TransFlow, a pure transformer architec-

ture for optical flow estimation. Extensive empirical
analysis demonstrates that TransFlow establishes new
records for public benchmarks. We trust that this work
has the potential to provide valuable insights into the ap-
plicability of Transformer in more broad vision tasks.
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