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Abstract

Reflective flare is a phenomenon that occurs when light
reflects inside lenses, causing bright spots or a “ghosting
effect” in photos, which can impact their quality. Elimi-
nating reflective flare is highly desirable but challenging.
Many existing methods rely on manually designed features
to detect these bright spots, but they often fail to identify
reflective flares created by various types of light and may
even mistakenly remove the light sources in scenarios with
multiple light sources. To address these challenges, we pro-
pose an optical center symmetry prior, which suggests that
the reflective flare and light source are always symmetrical
around the lens’s optical center. This prior helps to locate
the reflective flare’s proposal region more accurately and
can be applied to most smartphone cameras. Building on
this prior, we create the first reflective flare removal dataset
called BracketFlare, which contains diverse and realistic
reflective flare patterns. We use continuous bracketing to
capture the reflective flare pattern in the underexposed im-
age and combine it with a normally exposed image to syn-
thesize a pair of flare-corrupted and flare-free images. With
the dataset, neural networks can be trained to remove the
reflective flares effectively. Extensive experiments demon-
strate the effectiveness of our method on both synthetic and
real-world datasets.

1. Introduction

Lens flare artifacts can occur when a strong light enters
the camera’s field of view, causing scattering and reflection
within the lenses. Unlike radial-shaped scattering flares, re-
flective flares appear as groups of bright spots [5, 7] or a
“ghosting effect” like the examples in Fig. 1. With multi-
ple reflections, the light source creates multiple projections
at various positions behind the lens. If the projection is far
from the focal plane, the defocused effect can brighten the
whole sensor and degrade the photo’s quality as shown in
Fig. 2. In near-focus situations, images of the light source
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Figure 1. Reflective flare removal with our proposed dataset and
prior. The network trained on our dataset can effectively separate
the reflective flare and flare-free images from a flare-corrupted im-
age. Our method can generalize well to different types of smart-
phones and even cameras with specific types of lenses.

can result in a line of unfocused, bright blobs on the cap-
tured photo.

Applying anti-reflective (AR) coating is a common tech-
nique for reducing internal reflections [22]. The coating is
effective for unfocused spots with low luminance, but can-
not mitigate a bright spot with high luminance at the focal
plane. Even with a well-designed lens system, a bright re-
flective spot may remain in the photo, known as the ghost-
ing effect [10]. Reflective flare is common on all types of
smartphone lenses, and certain types of smartphones (e.g.,
the iPhone series) can produce a large area of inverted re-
flective flare from neon lights or large, luminous standing
signs, as shown in Fig. 1. The phenomenon becomes more
pronounced when capturing a photo at night with multiple
lights in the scene. Numerous bright spots and inverted re-



flections manifest and propagate in different directions with
the lens orientation. Therefore, reflective flare removal al-
gorithms are highly desirable.

Removing reflective flare is a difficult task due to the vast
diversity of reflective flares that can be caused by differ-
ent types of light sources and lenses. Reflective flares often
appear as bright spots that can resemble streetlights from
a distance, making it challenging to differentiate between
reflective flares and other light sources. Current methods
for removing flare spots mainly rely on feature detection
techniques like Speeded-Up Robust Features [2] (SURF)
or Scale-Invariant Feature Transform [12] (SIFT) to extract
spot regions [1, 3, 19]. These methods, however, strug-
gle to effectively detect blobs on complex backgrounds and
only work for specific spot patterns. Moreover, these meth-
ods are ineffective in removing reflective flares caused by
lamp tubes and LED matrices. Many learning-based meth-
ods and datasets for reflective flare removal have been pro-
posed [5,15,18,22]. Although these datasets contain subsets
of reflective flares, they are not sufficient for good general-
ization. For instance, the reflective flare subset from Wu et
al. [22] is captured using the same lens and light source,
making it difficult to generalize to different flares in real-
world scenarios. Dai et al. [5] propose a synthetic dataset
with 10 types of reflective flares, but training on this dataset
tends to mislead a network to erroneously remove other tiny
bright spots like street lights and bright windows. As a re-
sult, it remains challenging for existing algorithms to accu-
rately detect and remove various types of reflective flares
while preserving details in other regions.

To overcome the challenges of detecting and removing
reflective flares, we propose a novel optical center symme-
try prior, which suggests that the main spot of the reflective
flare and the light source are always symmetrical around the
lens’s optical center in captured images. This prior applies
to most smartphone cameras and some professional cam-
eras. With this prior, we can easily detect the possible loca-
tions of reflective flares. We also found that the flare spots
always have the same patterns as the brightest regions of the
light source. Therefore, we can synthesize reflective flares
by using the light source’s patterns at low exposure. Based
on these characteristics of reflective flares, we develop the
first reflective flare removal dataset, named BracketFlare.
Specifically, we use continuous bracketing to capture the
light source’s pattern on an underexposed image and select
the normally exposed image to create the light source and
the natural image. Next, we rotate the light source pattern
180 degrees around the optical center, apply blur and color
augmentation, and use it to create synthetic reflective flares.
We can add the reflective flare to the normally exposed im-
age to produce paired flare-corrupted and flare-free images.

Thanks to the optical center symmetry prior, we fur-
ther propose an end-to-end pipeline for reflective flare re-
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Figure 2. Schematic diagram of reflective flare formation. Re-
flective flares are generated by multiple reflections inside the lens.
In (c), yellow lines show the generation principle of the aperture-
shaped reflective flare. Red lines represent the formation of the
bright spot. Since the unfocused reflective flare (yellow line, e.g.,
(a)) can be effectively alleviated by AR coating. In this work, we
mainly focus on removing the focused reflective flare (red line,
e.g., (b)) from night images.

moval, which can easily apply standard neural networks de-
signed for image restoration. Specifically, to demonstrate
the effectiveness of our dataset and pipeline, we train two
CNN-based networks [4, 24] and two Transformer-based
networks [21,23] as baselines. These models trained on our
dataset effectively suppress the reflective flare and general-
ize well to real-world scenarios. The contributions of our
work are as follows:

e We propose a new optical center symmetry prior
that uncovers crucial properties of reflective flares on
smartphones’ cameras, including their locations of oc-
currence and patterns.

* Based on this prior, we explore a new method for
constructing a reflective flare removal dataset called
BracketFlare. This dataset includes various types of
light sources and diverse indoor and outdoor scenes,
providing a solid foundation for this task.

e We design an end-to-end reflective flare removal
pipeline that incorporates the optical center symme-
try prior to both training data generation and net-
work structures. Extensive experiments demonstrate
the essential role of our dataset and prior in reflective
flare removal, which effectively generalizes to differ-
ent night scenes



2. Related Work

Scattering flare removal. Most flare removal methods
mainly focus on removing the scattering flares and glare ef-
fects. Based on the glow smooth prior, unsupervised meth-
ods [8, 16] are proposed to separate the glare effect from
the flare-corrupted images. For supervised flare removal,
Wu et al. [22] and Dai et al. [5] have respectively proposed
two flare image datasets. These flare images can be added
to flare-free images to synthesize the flare-corrupted and
flare-free image pairs, making training an end-to-end flare
removal network possible. Due to the difficulty in collect-
ing real paired data, Qiao et al. [15] designed a pipeline to
train the flare removal network with unpaired data following
the idea of Cycle-GAN [27]. Besides, artifacts from under-
display cameras [6] and nighttime haze [! 1] share similar
attributes with the scattering flares. Thus, the related meth-
ods can also alleviate scattering flares artifacts.

Reflective flare removal. Traditional reflective flare re-
moval is typically accomplished through feature detec-
tion and image inpainting. Flare detection in these ap-
proaches [1,3,13,19] assumes that reflective flares are bright
spots with specific shapes. Such an assumption is fragile
given nighttime situations with diverse light sources. Since
reflective flare removal can be viewed as a specific kind of
reflection removal [26], one can adopt learning-based meth-
ods. However, existing datasets for this task, such as those
proposed by Wu et al. [22], Dai et al. [5], and Qiao et
al. [15], are not specifically designed for reflective flare re-
moval and lack diversity in terms of light sources. These
limitations hinder deep learning-based methods from effec-
tively addressing real-world reflective flares, and may even
lead to the removal of other tiny bright spots such as street
lights.

3. Optical Center Symmetry Prior
3.1. Definition for the prior

When pointing the camera at a light source, strong light
can sometimes create lens flares in photos. In well-designed
lens systems with AR coatings, reflective flares appear as
bright spots on the photo, rather than generating a light fog.
Through our investigation of most smartphones’ main cam-
eras, we discover that the bright spots of reflective flares and
light sources are always symmetrical around the lens’s op-
tical center, as shown in Fig. 3. By aligning the light source
and optical center, we can easily locate the reflective flares,
eliminating the need to search the entire image for possible
occurrences. Besides, since the main bright spots are caused
by focused reflective flares, they share the same attributes as
the light source. For example, the reflective flares may dis-
play clear details for each small LED lamp bead, as shown
in Fig. 3(b) and Fig. 3(c).

(d) Huawei Mate30

(c) Xiaomi Mi 8

Figure 3. Strong light source may project a bright reflective flare
on the photo. The reflective flares and corresponding light sources
are symmetric around the optical center for most smartphone cam-
eras. The yellow cross represents the optical center.

3.2. Physical formulation

To illustrate the formation of optical center symmetry
prior, we suppose that an optical ray r is emitted from the
light source, as shown in Fig. 4. This ray can be described
asr = [h 0] 7. The states of this ray after each lens surface
can be calculated by multiplying transfer matrices [10, 14].
We define the translation matrix at layer ¢ as T;, and the
refraction matrix at spherical surface with radius R; and re-
fractive index n;,n;41 as F;. For the reflection at the ith
layer with radius R;, the reflection matrix can be stated as
R;. These matrices can be stated as:

. 1 0 1 0
T; = <é df) JRi = (L 0) JFi = <"i+1—"i ng ) M
R; nit+1R; [

In Fig. 4, hy represents the position of a real image that
focuses on the sensor through the lens’ internal reflection.
We define the ray’s forward propagation matrix as A and C
and the reflection process as B. They are defined as:

A=T4F3T3F;T2F{T{FoTyo
B =T4F3T3R; 'T3F3 'T4Ry 2)
C =TgFsT7F;T¢FsT5F4

With these matrices, the ray after reflection in the focal
plane r; and direct imaging rq can be written as:

() -cea(5) (&) -ea(s) o

For the focused image, ko and h; will not vary with the
change of the angle of incidence 6. Thus, we can deduce
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Figure 4. Physical explanation of reflective flare formation. In this
figure, h and 6 indicate the height and the angle of incidence of
the light source. d and n denote the thickness and refractive index
of each layer. A, B, and C represent the transfer matrices for each
part of the lens system. The red line represents the imaging after
reflection and the grey line shows the path of direct imaging. This
figure depicts the situation with reflection in the 3rd and Sth air-
lens layer, in real-world situations, the reflections can happen at
any place including the lens protector and CMOS layer.

from Eq. (3) that both hg and h; are linear with h. This
means that the line between the light source and the reflec-
tive flare will pass through the optical center and the ratio
between the hy and h; is a constant. We define this ratio
as k with h; = khg. Thus, we can calculate the position
of the reflective flare, if this constant k£ is known. Due to
the lens design for most smartphone cameras, the value of
k is always -1. It leads to the optical center symmetry prior
stated above.

3.3. Experimental statistics

To demonstrate the effectiveness of our proposed prior
in real-world situations, we conducted experiments using
the main cameras of three smartphones: the Huawei P40,
iPhone 13 Pro, and ZTE Axon 20 5G. In dark scenes, we
captured 20 photos using each camera and marked the po-
sitions of the light source and reflective flare relative to the
center of the image. As shown in Fig. 5, we observed that
for all three cameras, the position of the reflective flare is
linearly related to the position of the light source, with a
slope of 1. However, since the light source may often cre-
ate overexposed regions, manually marking the position of
the light source can still introduce some errors. Consider-
ing this effect, we conclude that the results from all three
phones align with our proposed prior.

4. Data Collection

Although the optical center prior can guide us in finding
the reflective flare, the lack of paired images still presents
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Figure 5. Experimental statistics of the optical center symmetry
prior. We capture images with reflective flares in a dark environ-
ment and mark the position of the light source and reflective flares.
x5 and x; represent the x-coordinate of flare and light source and
so as yy and y;. The origin is set to be the center of the image.
The relationship between the flare and the light source’s absolute
values of coordinates are plotted above. From figures (b) and (c),
the coordinate relationships are linear and the slope is 1, which
confirms our prior.
a challenge for training an effective model for flare re-
moval. As reflective flares are caused by the lens system, it
is physically impossible to capture real flare-free and flare-
corrupted image pairs. Moreover, given the huge variety of
nighttime lights, it would be tedious to synthesize reflective
flares for each type of light source.

To address the challenge of generating paired images
for reflective flare removal, we propose a semi-synthetic
dataset, named BracketFlare. Since reflective flares always
have the same pattern as the brightest region of the light
source, we reduce the exposure time to capture the patterns
of the light source’s brightest region, which are used to syn-
thesize the reflective flares. Specifically, we mount a profes-
sional camera (Sony A7 III) on a tripod and use continuous
bracketing to capture five photos of the same static scene
with a step of 3 EV as a group. We then select the nor-
mally exposed image and the lowest exposure image from
each group to compose the pair. To increase the diversity
and realism of our dataset, we choose scenes with different
light sources that are bright enough to leave reflective flares.
Finally, we collect a dataset consisting of 440 pairs of 4K
images as training data and 40 images as test data. A gen-
eral overview of our dataset is depicted in Fig. 6, showing
that the dataset contains diverse and commonly seen flare
patterns.



LED light,
7.2%

Signboard
light, 12.2%

LED Signboard light

Traffic light,

N
L 5.0%

Street light,
27.9%

Indoor [N 38%
Outdoor 62%

Traffic light

Street light

Close I 44%
Distant [ 56%

Round
overhead light,
10.8%

Square
overhead
light, 10.2%

Square overhead light  Round overhead light

Light bulb,
11.1%

Light tube,
15.6%

Light tube Light bulb

Figure 6. Visualization and distribution of our dataset. It contains different types of light sources in diverse scenes. Based on light source
types, we classify them into eight categories with different flare patterns.

5. Proposed Method
5.1. Postprocessing our dataset

To increase the diversity of our dataset, we generate
paired flare-corrupted and flare-free images on the fly with
augmentation. As depicted in Fig. 7(a), we first resize the
4K image to 800x 1200. To simulate the possible misalign-
ment of the image’s center and optical center, we introduce
a slight translation with ¢t ~ U(0, 15) pixels to the under-
exposed light source image. Then, we randomly crop the
paired light source image and the normally exposed image
with a size of 512x512. Since our captured images are al-
ready gamma-encoded, we follow the settings of Wu er al.
[22] and linearize them by applying a gamma correction,
i.e., I, = I7 with y randomly sampled from [1.8,2.2]. All
our operations are performed in the linear space.

Synthetic reflective flare. As lenses reflect light of differ-
ent wavelengths with varying reflectivity, reflective flares
often appear in different colors. To replicate this, we use a
random color factor to multiply the low-exposed image. To
simulate an unfocused situation, we also add random blur.
In accordance with the optical center symmetry prior, we ro-
tate the light source image to synthesize the reflective flare.
Finally, we obtain the synthetic reflective flare by multiply-
ing the flare image with an opacity.

Flare-free image. The ISO is fixed for all images in our
continuous bracketing. Therefore, our normally exposed
images always share a long exposure time and have little
noise. To simulate real night scenes, we add Gaussian noise
to the images. Finally, we randomly apply a small color
offset to the flare-free image. These operations aid in simu-
lating light fog and glare effects in real-world scenarios.
Flare-corrupted image. To create flare-corrupted images,
we add the synthetic reflective flare to the flare-free images.
Then, we apply gamma correction to the images with the

gamma value obtained by taking the reciprocal of the pre-
viously sampled gamma correction value . The result-
ing gamma-encoded flare-corrupted image, flare-free im-
age, and flare image are used to train the neural networks.

5.2. Flare removal pipeline

As the optical center symmetry prior is a global prior,
it is difficult for CNN-based networks to learn it, and even
Transformer-based networks struggle to learn such symme-
try. Therefore, it is crucial to incorporate this prior into the
network with specialized designs.

To improve the network’s ability to learn the optical
center symmetry prior, as shown in Fig. 7(b), we apply a
gamma correction of I, = I” to the input flare-corrupted
image with v = 10. This operation extracts the nearly sat-
urated areas of the light source in each channel. We then
rotate this nearly saturated image by 180 degrees to obtain a
prior image, which is concatenated with the flare-corrupted
image to form a six-channel input. This rotated prior im-
age provides an initial approximation of the reflective flare’s
pattern, which we expect the network to refine and enhance.
The network’s output is set to six channels, with three chan-
nels for the estimated flare-free image and three channels
for the estimated flare. Our synthetic data provides supervi-
sion for all six channels, which facilitates network training.

5.3. Loss function

With the supervision of flare image I and flare-free im-
age Ip, our final loss is the combination of background loss
Lyg, flare loss Lf14rc, and reconstruction loss L. It can
be written as:

L= Erec + ['fla'r'e + Ebg- (4)

We define our flare removal network as fy. It takes flare-
corrupted image I;y,.,; and its prior image I,,;,, as inputs.
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Figure 7. The pipeline of our data processing module and flare removal network. The flare image and a flare-free image from our paired
dataset are resized and randomly cropped. After data augmentation, they are added to synthesize the corresponding flare-corrupted image.
To encode the optical symmetry prior, the input flare-corrupted image is center flipped as the prior image. We also apply gamma correction
to extract the light source region. Then, the prior image is concatenated with the flare-corrupted image as the input with 6 channels. Finally,
the network predicts an output with 6 channels (a flare-free image with 3 channels and an estimated flare with 3 channels).

The flare-free image and flare can be estimated by:

ijjF = fG(IinpuhIprior)- (5)

With the estimated flare and flare-free images, the L
reconstruction loss can be expressed as:

E'rec = |Iinput - fF 5 jB|a (6)

where @ denotes an element-wise addition operation in the
linearized gamma-decoded domain.

For the background loss, it consists of a default £;, a
region-aware masked L,,,s; term, and a perceptual term
Ly4q with a pre-trained VGG-19 network [17]. Compared
with previous works [5,22,26], the main difference is the
Lomask- Since the regions of reflective flares are always
small, a simple L; loss may ignore these regions, leading
to the local optimum. To encourage the network to focus on
restoring the flare-corrupted regions, we calculate the flare’s
mask Ips (> 0.2) from the ground truth of flare image .
This masked loss can be written as:

Lonask = | I * (Ip — Ip)]. (7
Overall, the background loss Ly, is defined as:
»Cbg = w1£1 + w2£vgg + wSEmaskv ®)

where wi, wo, w3 are respectively set to 0.5, 0.1, and 20.0
in our experiments. Flare loss L /4, has the identical form
as the background loss.

6. Experiments

Evaluation on synthetic data. To evaluate our method,
we collect 40 paired data using the process mentioned in

Table 1. Percentage of users favoring our results (our dataset +
MPRNet") vs. previous work. Our method outperforms existing
methods on both indoor and outdoor images.

Method Outdoor  Indoor
Reflection removal [26] 3.0% 8.5%
Flare spot removal [1] 4.5% 0.0%

Flare removal (Wu et al.) [22] 0.5% 3.5%
Flare removal (Dai et al.) [5] 1.5% 2.5%
Ours 90.5% 85.5%

Sec. 4 to generate a synthetic test dataset, in which ground
truth images are available. We adopt PSNR, SSIM [20], and
LPIPS [25] as our evaluation metrics.

Evaluation on real data. To show our method’s gener-
alization ability, we also collect a dataset with the pho-
tos captured by different types of mobile phones, including
iPhone 12 pro, iPhone 13 pro, iPhone 14 pro, Huawei mate
30, Huawei nova 5i Pro, Huawei P40, Samsung Galaxy
$22, Samsung Galaxy Note9, ZTE Axon 20 5G and Oppo
Reno4 SE 5G. For real cases, we cannot obtain the ground
truth. Since reflective flares always locate in small regions,
they are hard to be evaluated by existing non-reference im-
age quality assessment. These metrics emphasize more on
global image quality and are not specially designed for our
task. Therefore, we provide more visual results and conduct
a user study to evaluate the performance.

6.1. Comparison with different networks

To validate the performance of our pipeline, we train
different CNN-based and Transformer-based networks with
our data. We use the default network settings of MPR-
Net [24], HINet [4], and Uformer [21] and reduce the fea-
ture channels of Restormer [23] from 48 to 24 due to GPU
memory constraint. In our experiments, these models are
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Figure 8. Visual comparison of different flare removal and reflection removal methods on real-world nighttime flare images.
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Figure 9. Visual comparison of different flare removal and reflection removal methods on synthetic nighttime flare images.

trained on an NVIDIA Geforce RTX3090 with a batch size
of 2. We use Adam optimizer [9] with a learning rate of le-
4 and train a model for 500k iterations. Besides, we adopt
a MultiStepLR with a milestone of 200k and set the gamma
to 0.5. These models are evaluated using the synthetic test
dataset as shown in Table 4. From experiments, we find that
MRPNett [24] performs better than other networks. Thus,
we treat MPRNet! [24] as our baseline method and conduct
the following ablation study.

6.2. Comparison with previous works

We compare our method with different flare removal
datasets [5,22] and reflection removal dataset [26] on both
real and synthetic data. We use the pre-trained models of
Dai et al. [5] and Zhang et al. [26]. Since Wu et al. [22
do not release their model, we retrain their network using
their provided data and code. Besides, we also compare our
method with the traditional flare spot removal method [1].
As shown in Table 2, since most of these methods are not
specially designed for reflective flare removal, they cannot

Table 2. Quantitative comparison on synthetic test data.

Method PSNR SSIM LPIPS Masked PSNR
Input 37.30 0990 0.025 21.68
Reflection removal [26] 22.02 0.830 0.074 22.88
Flare spot removal [1] 3829 0.990 0.024 22.53
Flare removal (Wu et al.) [22] 26.13  0.895  0.055 21.89
Flare removal (Dai et al.) [5] 2749 0942 0.050 21.85
Ours 48.41 0.994 0.004 32.09

accurately remove the reflective flare while retaining image
details simultaneously. Although Asha et al. [1] can detect
the bright spots, as shown in Fig. 8, it may also remove the
light source which is quite common at night.

User Study. To evaluate these methods in real-world situa-
tions, we also conduct a user study with 20 participants with
20 images randomly selected from our real data in Table 1.

6.3. Ablation study

Loss function. We conduct an ablation study to prove the
necessity of each loss function used in our baseline. In
our experiments, we train the model without adding L #igre,



Input

Output

(a) iPhone 14 Pro (b) iPhone 13 Pro (c) ZTE Axon 20 5G

(f) Huawei nova 5i Pro

(d) Samsung Galaxy S22

(e) Huawei Mate 30

Figure 10. Visual comparison of flare removal on real-world nighttime flare images that are captured by different smartphones.

Table 3. Ablation study for different loss functions.

Loss PSNR SSIM LPIPS Masked PSNR
wlo Lfiare 4736 0.993  0.004 30.63
W/0 Lo 48.18 0.994 0.003 31.33
wlo Lygg 48.05 0994 0.004 31.39
w/0o Lopask 48.01  0.993  0.003 31.03
Full 4841 0994 0.004 32.09

Input . w/o prir

with prior

Figure 11. Visual comparison with the network’s performance
with and w/o optical center symmetry prior.

Lyees Logg Of Linask,. We report the results in Table 3. The
ablation study of £ ;... proves the significance of bringing
supervision for both flare and background images. Besides,
when the L,,.s1 1S removed, it degrades the reconstruction
results in the flare-corrupted regions, which verifies the im-
portance of focusing on flare regions.

Prior. To illustrate the performance of introducing the op-
tical symmetry prior by concatenating a prior image, we
train these baseline restoration networks with the original
input. Since HINet [4] and MPRNet [24] cannot support
input and output with different channels, we concatenate a
black image with no information and keep other settings the
same. The quantitative results are shown in Table 4, and vi-
sual comparisons on real-world images are presented in Fig.

Table 4. Quantitative comparison for different network structures
on synthetic test data. ‘}’ indicates that the network is equipped
with the proposed prior.

Network PSNR SSIM LPIPS Masked PSNR
MPRNet [24] 43.60 0992 0.011 27.64
Uformer [21] 42.57 0989  0.009 27.77
HINet [4] 4378 0991 0.012 27.73
Restormer [23] 42.76  0.991 0.012 27.27
MPRNet' 4841 0994 0.004 32.09
Uformer? 4747 0991 0.003 31.57
HINet! 48.03 0.994 0.003 30.88
Restormer® 48.11 0.994 0.004 31.07

11. Tt shows that embedding this prior in the network can
boost the performance of quantitative results considerably.
In Fig. 11, we observe that this prior helps the network to
locate and remove the reflective flare precisely.

7. Conclusion

We have presented a novel approach to tackle the chal-
lenge of removing reflective flares in nighttime photogra-
phy. Our approach is inspired by the optical center sym-
metry prior, which suggests that reflective flares and their
corresponding light sources are always symmetrical around
the optical center of the lens system in smartphone cam-
eras. Based on the observation that the patterns of reflective
flares are always similar to the brightest region of the light
source, we introduce a dataset named BracketFlare. We fur-
ther propose a reflective flare removal pipeline that encodes
the optical center symmetry prior into the network. Exper-
imental results demonstrate that our proposed methods are
effective in removing reflective flares in real-world scenar-
ios and have the potential for wide-ranging applications.
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A. Comparison with Previous Pipelines

To prove the performance of our dataset, we retrain
Wu et al. [7] and Dai et al. [2] on our BracketFlare dataset
and conduct additional experiments as shown in Table 1.
Wu et al. [7] use U-Net as a baseline model, but we find it
struggled to locate reflective flares without our prior, some-
times reducing PSNR compared to the input. Dai et al. [2]
set Uformer as a baseline. Since it does not encode the prior
into the network, it has an obvious gap between our base-
line method. To show these methods’ effects on real data,
we also conduct a user study with 20 real-captured flare-
corrupted images and 20 participants. The participants are
asked to identify which of these models did best at remov-
ing the reflective flares. The experiments presented in Ta-
ble. 2 illustrates that users strongly prefer our methods over
previous methods.

Table 1. Comparison of previous models retrained on our dataset.

Model (Retrained) PSNR SSIM LPIPS Masked PSNR
Input 37.30  0.990 0.025 21.68
Wu et al. [7] 31.84 0912 0.032 24.87
Dai et al. [2] 4270 0987 0.010 27.46
Ours 48.41 0.994 0.004 32.09

B. Flare Removal for Downstream Tasks

Fig. 1 demonstrates that it can benefit downstream tasks
such as image segmentation. In the figure, it can be ob-
served that the reflective flares are misclassified as a pole,
which may pose potential risks for nighttime driving. Re-
moving such reflective flares can help achieve more robust
and reliable results, and ultimately benefit the users.

C. Potential in Overexposure Restoration

Due to the limited dynamic range of some cameras, im-
age details especially in light source regions are always sat-
urated and difficult to recover. To achieve the details of

*Corresponding author.

Table 2. Percentage of users favoring our method and other re-
trained models.

Method Wuetal. [7] Daietal.[2] Ours
Indoor 0.5% 3.5% 96 %
Outdoor 1.5% 2.5% 96 %
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Figure 1. Visual comparison of estimated segmentation for real-
world flare-corrupted and flare-removed image pairs. The segmen-
tation maps are calculated by DANNet [6], a nighttime semantic
segmentation algorithm.

the overexposed regions, the mainstream solution is to use
HDR (high-dynamic range) imaging with multi-exposure
capture [3,4]. Our main idea may provide a potential so-
lution to this issue.

Specifically, since smartphone reflective flare can be
considered as a short-exposure image, our method also pro-
vides the potential in implementing overexposed regions
restoration. As shown in Fig. 2, we can separate a reflective
flare and rotate the estimated flare 180 degrees around the
optical center to match the flare with the light source. We
suppose the exposure step between the flare and the original
input is 12 EV. Then, these two images with low-dynamic
ranges will be merged to generate an HDR image with clear
details in the light source. The visualization results in Fig. 2
show that our method can recover the details of the saturated
regions well.

D. More Visual Results

To further demonstrate the effectiveness of our dataset,
we retrain different neural networks including Uformer [5],
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Figure 2. Our reflective flare removal method can help achieve overexposed region restoration. As shown in (c), the details of the light

source can be reconstructed well by referring to the estimated flare.

Restormer [8], HINet [1], and MPRNet [©] using our pro-
posed dataset. The visual results of different networks
for restoring real-world images are presented in Fig. 3.
From the visual comparison, we can observe that all the
networks retrained on our dataset can remove the flares.
Among them, MPRNet [9] obtains the best performance on
flare-corrupted regions, as highlighted in the red boxes of
Fig. 3. The results manifest the effectiveness of our pro-
posed dataset.

To show our dataset and prior’s generalization ability in
different real-world scenes, we show more results of the
flare-corrupted images captured by iPhone 13 Pro that is
known for severe reflective flares in Fig. 4 and Fig. 5. The
results show that our proposed method can tackle a huge
diversity of light sources and achieve good visual perfor-
mance in different scenes. It is owing to the versatility of
our proposed prior, as well as the diversity and balanced
distribution of our proposed dataset.

We also capture many flare-corrupted video clips by
Huawei P40, iPhone 13 Pro, and ZTE Axon 20 5G. To pre-
vent triggering the anti-shake module of the smartphone, we
try to keep the smartphone from large movement. Then, we
process these videos with our method frame by frame. The
video results can be found in a separate video demo. The
video demo shows that our method can achieve robust and
consistent flare-removal results even for real-world videos.

E. Limitation

As shown in Fig. 10 of the main paper, our method can
generalize well to different types of smartphones. However,
it is based on the fact that most smartphone cameras satisfy
the optical center symmetry prior. For some professional
cameras, this prior does not always hold. Besides, due to
the dispersion of thick lenses in professional cameras, the
main flare spot of the professional cameras are not always

the same as the light source’s pattern. The solutions for
these cases will be left for future work.
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Figure 3. Visual comparison of different networks retrained on our dataset for restoring the real-world flare-corrupted images. These image
restoration networks include Uformer [5], Restormer [8], HINet [ 1], and MPRNet [9].
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Figure 4. Our results on real-world nighttime flare-corrupted images. In this figure, we use MPRNet [9] as the baseline method to estimate
the flare and output image.
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Figure 5. More results on real-world nighttime flare-corrupted images. In this figure, We use MPRNet [9] as the baseline method to
estimate the flare and output image.



