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Abstract

Multi-frame depth estimation generally achieves high
accuracy relying on the multi-view geometric consistency.
When applied in dynamic scenes, e.g., autonomous driving,
this consistency is usually violated in the dynamic areas,
leading to corrupted estimations. Many multi-frame meth-
ods handle dynamic areas by identifying them with explicit
masks and compensating the multi-view cues with monocu-
lar cues represented as local monocular depth or features.
The improvements are limited due to the uncontrolled qual-
ity of the masks and the underutilized benefits of the fu-
sion of the two types of cues. In this paper, we propose a
novel method to learn to fuse the multi-view and monocu-
lar cues encoded as volumes without needing the heuristi-
cally crafted masks. As unveiled in our analyses, the multi-
view cues capture more accurate geometric information in
static areas, and the monocular cues capture more useful
contexts in dynamic areas. To let the geometric percep-
tion learned from multi-view cues in static areas propagate
to the monocular representation in dynamic areas and let
monocular cues enhance the representation of multi-view
cost volume, we propose a cross-cue fusion (CCF) module,
which includes the cross-cue attention (CCA) to encode the
spatially non-local relative intra-relations from each source
to enhance the representation of the other. Experiments on
real-world datasets prove the significant effectiveness and
generalization ability of the proposed method.

1. Introduction

Depth estimation is a fundamental and challenging task
for 3D scene understanding in various application scenar-
ios, such as autonomous driving [10, 16, 27]. With the
advent of convolutional neural networks (CNNs) [12, 18],
depth estimation methods [2,24-26,40,45,46] are capable
of predicting promising results given either single or mul-
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Figure 1. Depth estimation in dynamic scenes. Multi-frame pre-
dictions reserve high overall accuracy while degrading in dynamic
areas. The monocular method better handles moving areas while
suffering in static areas. Our method fuses both multi-frame and
monocular depth cues for final prediction, yielding superior per-
formance of the whole scene.

tiple images. The single image-based methods learn the
monocular cues, e.g., the texture or object-level features,
to predict the depth [2,42,44] , while multi-frame meth-
ods [36,37,40] can generally obtain higher overall accuracy
relying on the multi-view geometric cues. Specifically, the
3D cost volume has been proven simple and effective for
depth estimation, which encodes the multi-frame matching
probabilities with a set of depth hypotheses [15,37,40].

Although multi-frame methods are widely used in scene
reconstruction [15, 34, 40], they encounter non-negligible
challenges in dynamic scenes with dynamic areas (e.g.,
moving cars and pedestrians). The dynamic areas cause
corrupted values in the cost volume due to the violation of
multi-view consistency [9,33] and mislead the network pre-
dictions. However, depth estimation for the dynamic areas
is usually crucial in most applications [10,16,19]. As shown
in Fig. 1, multi-frame depth estimation for the dynamic cars
is more challenging than the static backgrounds.

To handle the dynamic areas violating the multi-view
consistency, a few multi-frame depth estimation methods
[9, 36, 37] try to identify and exclude the dynamic areas
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through an explicit mask obtained relying on some assump-
tions or heuristics. Specifically, some method [37] excludes
the multi-frame cost volume relying on a learned dynamic
mask and compensates the excluded areas with monocular
features; some methods directly adjust the dynamic object
locations in input images [9] or supervise multi-frame depth
[36] with predicted monocular depth. However, these meth-
ods are usually sensitive to the explicit mask’s quality, and
the masks are obtained from additional networks or manu-
ally crafted criteria [9,36,37]. Despite better performances
than pure multi-frame methods, these methods exhibit lim-
ited performance improvement compared with the addition-
ally introduced monocular cues (as shown in Tab. 4), im-
plying underutilized benefits from the fusion of the multi-
view and monocular cues. Although some self-supervised
monocular depth estimation methods [4,5,11,14,22,23] also
address the multi-view inconsistency issues, they mainly fo-
cus on handling the unfaithful self-supervision signals.

To tackle the above issues, we propose a novel method
that fuses the respective benefits from the monocular and
multi-view cues, leading to significant improvement upon
each individual source in dynamic scenes. We first ana-
lyze the behaviors of monocular and multi-frame cues in
dynamic scenes, that the pure monocular method can gen-
erally learn good structural relations around the dynamic
areas, and the pure multi-view cue preserves more accurate
geometric properties in the static areas. We then unveil the
effectiveness of leveraging the benefits of both depth cues
by directly fusing depth volumes (Sec. 3). Inspired by the
above observations, beyond treating monocular cues as a lo-
cal supplement of multi-frame methods [9, 36,37], we pro-
pose a cross-cue fusion (CCF) module to enhance the repre-
sentations of multi-view and monocular cues with the other,
and fuse them together for dynamic depth estimation. We
use the spatially non-local relative intra-relations encoded
in cross-observation attention (CCA) weights from each
source to guide the representation of the other, as shown
in Fig. 4. Specifically, the intra-relations of monocular cues
can help to address multi-view inconsistency in dynamic ar-
eas, while the intra-relations from multi-view cues help to
enhance the geometric property of the monocular represen-
tation, as visualized in Fig. 5. Unlike [1, 9, 36, 37], the
proposed method unifies the input format of both cues as
volumes and conducts fusion on them, which achieves bet-
ter performances (as shown in Fig. 6). The proposed fu-
sion module is learnable and does not require any heuristic
masks, leading to better generalization and flexibility.

Our main contributions are summarized as follows:

* We analyze multi-frame and monocular depth estima-
tions in dynamic scenes and unveil their respective
advantages in static and dynamic areas. Inspired by
this, we propose a novel method that fuses depth vol-
umes from each cue to achieve significant improve-

ment upon individual estimations in dynamic scenes.

* We propose a cross-cue fusion (CCF) module that uti-
lizes the cross-cue attention to encode non-local intra-
relations from one depth cue to guide the representa-
tion of the other. Different from methods using local
masks, the attention weights learn mask-free global ge-
ometric information according to the geometric prop-
erties of each depth cue (as shown in Fig. 5).

* The proposed method outperforms the state-of-the-art
method in dynamic areas with a significant error reduc-
tion of 21.3% while retaining its superiority in overall
performance on KITTTI. It also achieves the best gener-
alization ability on the DDAD dataset in dynamic areas
than the competing methods.

2. Related Work

Learning-based multi-frame depth estimation. Learning
depth estimation from multiple images has attracted much
attention these years. Current methods [7, 15, 32, 39-41]
typically construct a cost volume using homography warp-
ing [40] between multi-view images. Under the premise
that the scene is static, the cost volume encodes the proba-
bilities of different depth hypotheses for each pixel, which
can be regularized by 3D CNNs to yield final depth pre-
diction. Aiming at recovering the accurate structure of
static scenes, many endeavors have been made in improving
the quality of the cost volume [15, 28], network efficiency
[15,39,41] as well as the temporal consistency [7,32], etc.
The effectiveness of static scene reconstruction has sparked
several attempts [17, 36, 37] that extend the multi-frame
depth estimation to the large-scale outdoor scenes. The
cost-volume between temporal consistent images provides
extra depth information than image contexts [36]. However,
for the dynamic areas that violate the static scene assump-
tion, the cost volume provides wrong depth probabilities,
which mislead the network to produce wrong depth even
under supervised learning [37]. In this regard, processing
the dynamic areas has become one of the main challenges
for multi-frame depth estimation in outdoor scenes.

Dynamic depth estimation in outdoor scenes. Dynamic
areas are ubiquitous in real-world scenarios and are impor-
tant in applications such as autonomous driving. Some lit-
erature [4, 5, 14,22, 23] seeks to handle dynamic objects in
self-supervised monocular depth estimation, where the net-
work inputs a single image and the dynamic areas mainly
affect the supervisory signals. They typically identify pos-
sible moving objects by semantic [2 1] or instance segmen-
tation [3-5, 22], then conduct robust learning by masking
out dynamic areas during loss computation [21] or directly
model the object motion [3-5, 14]. However, these methods
differ from the topic discussed in this paper in that: 1) we
focus on addressing multi-frame dynamic depth estimation
issue, where the main challenge lies in the corrupted cost
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Figure 2. Multi-frame and monocular cues in the dynamic scene. a) Multi-frame cues preserve accurate geometric properties in the static
area (yellow box), while the monocular cues learn good structural relations in dynamic areas (red box). b) Multi-frame and monocular cues
show respective benefits in different areas. While our plain volume fusion scheme shows obvious performance improvement, the proposed
cross-cue fusion demonstrates better capabilities to handle dynamic depth. ¢) Depth predictions that show progressive improvements from
the plain volume fusion and cross-cue volume fusion.

volumes than the self-supervised loss; 2) our method is su-
pervised so that the robustness of loss function is beyond
the main concern of this task.

In the context of multi-frame depth estimation, current
methods leverage the depth information from the single im-
age to improve depth in dynamic areas. Manydepth [36]
proposes a self-discovered mask and supervises the poten-
tial dynamic areas with monocular depth. MonoRec [37]
proposes a motion segmentation network to mask out the
dynamic areas in the cost volume and use only monocular
image features to infer depth. Feng et al. [9] proposes to
correct the dynamic object locations (with instance mask)
in the image plane using monocular depth before comput-
ing the cost volume. Despite the higher dynamic results
than pure multi-frame estimations, their performances are
quite comparable [ 1,9,36], if not worse than, their proposed
monocular branch (as shown in Tab. 4). Moreover, they
require pre-computed instance masks [9, 37] that bring ex-
tra computation burden for network training or inference.
There also exists another multi-frame method [1] which
guides multi-frame cost reconstruction with a large monoc-
ular network. However, due to the reliance on monocular
network predictions, it demonstrates weaker generalization
capabilities than multi-frame methods (Tab. 3). In con-
trast, our methods do not require any pre-computed object
masks and achieve obvious improvement upon both monoc-
ular and multi-frame predictions in dynamic areas while re-
taining good generalization abilities across datasets.

3. Analyses on Multi-view & Monocular Cues

Focusing on the dynamic scenes, we first analyze the be-
haviors of the depth estimation methods relying on multi-
view and monocular cues, as in Sec. 3.1. Beyond the over-
all performance on the whole scene, we specifically study
their behaviors in the dynamic area. Then we analyze how
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the proper fusion of multi-view and monocular cues may
benefit depth estimation in dynamic areas in Sec. 3.2.

3.1. Behaviours of Multi-view and Monocular Cues

We implement two depth estimation methods with the
two types of cues, i.e., Multi Cues and Mono Cues in Fig.
2, and train them on KITTI [10], where the U-Net [37] is
used. Specifically, the model with multi-view cues (Multi
Cues) takes the cost volume as the input. To analyze the per-
formance in the dynamic areas, we use the dynamic mask
from [37] computed by thresholding photometric error and
depth inconsistency.

As shown in Fig. 2 (b), multi-frame depth estima-
tion generally achieves high overall accuracy relying on
the multi-view clues. But the performance in the dynamic
areas is degraded due to the violation of the multi-view
consistency in the input cost volume. Fig. 2 (a) shows
that the multi-frame method generates fine 3D structures
in static areas (the yellow box), whereas its estimation of
the moving car (the red box) is corrupted. Compared with
the multi-frame method, the monocular depth estimation
method achieves worse overall performance as shown in
Fig. 2 (b), without the geometric cues. On the other hand, it
does not suffer from multi-view inconsistency and thus per-
forms better in dynamic areas. In Fig. 2 (a), we can observe
that the two depth cues show respective benefits in different
areas and different aspects of the dynamic scene.

3.2. Potential Benefits of Fusion

To handle the dynamic areas violating the multi-view
consistency, previous multi-frame depth estimation meth-
ods [9, 36, 37] try to use the monocular information as the
input for the dynamic areas. However, the improvement is
limited due to the underutilized benefits of both cues, as dis-
cussed in Sec. 1. Especially the performance in the dynamic
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Figure 3. Overview of the proposed method. We first extract multi-frame depth cues with cost volume and monocular depth cues using
one-hot depth volume. Then, we fuse the two volumes with the proposed cross-cue fusion module (CCF) to yield an improved fused depth
feature. The fused depth feature is sent to the depth module for final depth estimation.

areas is easily bounded by the monocular cues.

We seek to explore better fusion schemes to use the com-
plementary benefits of these two cues, as discussed in Sec.
3.1. Apart from using the monocular cues in the dynamic
area, we also hope the geometric information learned with
the multi-view cues in the static areas can be propagated to
boost the monocular cues in dynamic areas, which requires
a more comprehensive fusion process.

To unify the information from both multi-frame and
monocular cues, we encode both depth cues in the form of
a cost volume [40] and a one-hot depth volume transferred
from the estimated monocular depth map (in Sec. 4.2). In
the analyses, we first consider the plain volume fusion using
concatenation and convolution operations. This learnable
fusion scheme brings obvious improvement in dynamic ar-
eas, implying proper fusion methods help to utilize the po-
tential benefits in dynamic scenes. Based on the feasibility
of learnable fusion, we further investigate the cross-cue vol-
ume fusion and it exhibits further improvement (in Fig. 2
(b), (c)), which indicates a better way to utilize depth cues
as introduced in the next section.

4. The Proposed Method

We aim to learn depth D; of the target image [; from a
short image sequence, with known or estimated camera pa-
rameters K, T'. In this paper, we define the image sequence
as {I;_1,1I;, I;+1}, where {I;_1, I;11 } are adjacent images
to the target frame I;, K, T are camera intrinsic and extrin-
sic provided as known values. The goal is to conduct accu-
rate estimations of the dynamic scenes that contain various
challenging dynamic objects.

4.1. Overview

As shown in Fig. 3, the proposed method consists of
three major parts - the multi-view and monocular cues are
first represented as volumes through cost volume construc-
tion and depth one-hot vector transformation, the cross-
cue fusion (CCF) module then fuses both multi-frame

and monocular cues by leveraging attention mechanisms
[13,31,38], i.e., extracting relative intra-relations of each
cue to guide the other to yield improved geometric repre-
sentations of dynamic scene structure. The depth module
takes the fused representation to estimate the final depth.

4.2. Representing Monocular and Multi-view Cues

Multi-view cues as cost volume. We represent the multi-
view cues by computing the cost volume following the
pipeline of multi-view stereo (MVS) [37,40]. We warp
the adjacent images {I;_1, [t+1} to the target view using
K, T and a set of depth hypotheses d € {dj, }?, uniformly
sampled in the inverse depth space [, 7--], where M
denotes the number of depth hypotheses and is set to 32
in our paper. We construct the multi-frame cost volume
Crui € REXWXM by measuring the pixel-wise similar-
ity between the warped images and the target image, using
SSIM [35] as introduced in [37]. For each pixel (¢, j) of
Couti € [0, 1]7XWXM " channel positions k € {1,..., M}
with large matching scores indicates a higher possibility to
include real scene depth.

Monocular cues as depth volume. We construct the
monocular cues by estimating the single-view depth map
and then transform the depth into one-hot depth volume. We
leverage a U-Net architecture [37] without any complex de-
signs for single-view depth estimation, yielding monocular
prediction Diyono = f°"(1;), where Dypono € R¥>*W and
fg°"° is the monocular network. To facilitate smooth fu-
sion between the multi-frame and monocular cues, different
from methods using single-view features [34, 37] or depth
values [9, 36], we transform the whole depth map Diono
into the depth volume Ciono € {0, 1}7XW>M by convert-
ing each absolute depth value to a one-hot vector with

Cmono,(i,j)[k] = {1 | dmono S (dk—ladk]}]k\'/lzlﬂ (1)

where Ciono,(i,j) € {0, 1}M represents the one-hot vector
in Cono corresponding to the pixel at (4,5), dmono is the
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Figure 4. The cross-cue fusion (CCF) module. Taking both
multi-frame and monocular depth volume as input, the CCF mod-
ule enhances multi-frame depth features with the relative intra-
relations of monocular depth volume (Rmono). Meanwhile, the
intra-relations of the multi-frame depth volume (Rmui) also en-
hance the monocular module, yielding enhanced depth features
for the final depth estimation.

pixel-wise depth value. Note that we also try some soft rep-
resentations [ |, 2] but observe no obvious improvement.

4.3. The Cross-cue Fusion Module

We propose a cross-cue fusion (CCF) module to fuse

the multi-frame and monocular depth cues. Different from
methods [9, 36, 37] that utilize the masked local depth cues
for dynamic depth estimation, the CCF module fuses the
whole depth cues using depth volumes, retaining the poten-
tial to leverage both benefits for further improvement.
The Cross-cue fusion pipeline. Given volumes
Conutti, Cmono € RFTXWXM ye first process them via shal-
low convolution layers, yielding down-sampled monocu-
lar and multi-frame depth features Fiyuii, Fimono in shape
RAXwXM “We then feed Fyy and Fieno to the proposed
cross-cue attention (CCA) to enhance each depth cue by
extracting the relative intra-relations from the other

qulti == CCAmulli(annm qulti)7 (2)
Fm(mn = CCAmono(qulth Fmono)»
the enhanced features are concatenated to yield the fused
feature Fjueq. To retain detailed information from initial
depth cues, we process the input depth cues via Fi, =
Cat(Conv(Cryri ), Conv(Cinono)) and add the residual con-
nection. The final cross-cue features can be written as

F= ’Yﬁfused T +F‘cam 3

where « is a learned weighting factor and ‘¢’ denotes the
up-sampling operation. The fused feature F' is then sent to
the depth network along with the image context features to
yield the final depth prediction D, € R7Z*W,

o ) D

(a) Input image (b) Rmono atten. map  (¢) Ryl atten. map

Figure 5. Attention maps of the dynamic position (red dots) ex-
amples. Rnono boosts multi-frame features by attending monocu-
lar features around the dynamic areas for better use of the monoc-
ular cues in the corresponding areas. Rmui enhances monocular
features by attending multi-frame features in the static areas which
have more reliable geometric information.

Cross-cue attention. The cross-cue attention (CCA) tar-
gets utilizing the relative intra-relation of one depth cue to
improve the geometric information of another. Since the
CCA modules are deployed in a parallel manner as shown
in Fig. 4, we introduce Fiyi = CCAmuti(Finono, Finuni) in
detail as an example.

Given depth features Fiyono, Fiulti , We trans-
form Foy into query feature @Qmono and key feature K ono,
then transform Fj,,; into value feature Vi, using convo-
lution operation f (-, 6)

Qmono = f(FmonOa 91?0110);
Kmonn = f(F 9[( )a (4)

monos ¥mono

Vinati = f (Fonutts Ot

c thwxM

after reshaping all features into size (hw, M), we compute
the non-local relative intra-relations of monocular features
by matrix multiplication ® followed by softmax operation

Riono = Softmax(Qmono ® Klz;ono)7 )

where Rpone € RM™*hM gtands for the non-local intra-
relations of the monocular depth cue. We then utilize Rono
to improve the geometric representations of the multi-frame
feature Vi by

ﬁ multi = Rmono & Vmulti, (6)

where ﬁmulti denotes the improved multi-frame representa-
tions benefited from monocular depth cues. Similar opera-
tions are done for Fiono = CCAmono (Finulti, Fmono)» Where
R stands for the intra-relations of multi-frame cues that
can be used to improve monocular depth feature Viono.
Please refer to Fig. 4 for details.

Effectiveness of the CCA. As shown in Fig. 5, despite
using the same CCA operation, the intra-relations Ruono
and R,y attend different areas for improving the dynamic
depth, showing their ability to capture respective benefits
from monocular (better dynamic depth) and multi-frame
cues (better static depth). This learned property enables



Eval | Method Back. | Reso. | Sup. | AbsRel | SqRel | RMSE | RMSE;,, | 6 <1.25 | § <1.25% | § < 1.25%
Manydepth [36] Res-18 | MR M 0.071 0.343 | 3.184 0.108 0.945 0.991 0.998
DynamicDepth [9] Res-18 | MR M 0.068 0.296 | 3.067 0.106 0.945 0.991 0.998

_ MonoRec [37] Res-18 | MR D* 0.050 0.290 | 2.266 0.082 0.972 0.991 0.996
g Ours Res-18 | MR D 0.043 0.151 | 2.113 0.073 0.975 0.996 0.999
5 MaGNet [1] Effi-B5 | MR D 0.057 0.215 2.597 0.088 0.967 0.996 0.999
Ours Effi-B5 | MR D 0.046 0.155 2.112 0.076 0.973 0.996 0.999
MaGNet [1] Effi-B5 | HR D 0.043 0.135 | 2.047 0.082 0.981 0.997 0.999
Ours Effi-B5 | HR D 0.039 0.103 1.718 0.067 0.981 0.997 0.999
Manydepth [36] Res-18 | MR M 0.222 3.390 | 7.921 0.237 0.676 0.902 0.964
DynamicDepth [9] Res-18 | MR M 0.208 2757 | 7.362 0.227 0.682 0.911 0.971
o MonoRec [37] Res-18 | MR D* 0.360 9.083 | 10.963 0.346 0.590 0.882 0.780
.g Ours Res-18 | MR D 0.118 0.835 | 4.297 0.146 0.871 0.975 0.990
Qi MaGNet [1] Effi-B5 | MR D 0.141 1.219 | 4.877 0.168 0.830 0.955 0.986
Ours Effi-B5 | MR D 0.111 0.768 | 4.117 0.135 0.881 0.980 0.994
MaGNet [1] Effi-B5 | HR D 0.140 1.060 | 4.581 0.202 0.834 0.954 0.982
Ours Effi-B5 | HR D 0.112 | 0.830 | 4.101 0.137 0.885 0.978 0.992

Table 1. Quantitative comparisons on KITTI [

] Odometry dataset. ‘Back.” denotes the network backbone. ‘Reso.” denotes the image

resolutions, where ‘MR’ refers to the resolution of 256 x 512 and ‘HR’ is 352 x 1216. In the ‘Sup.” column, ‘M’ are self-supervised

methods, ‘D™’ refers to semi-supervised methods trained with pseudo GT depth, while ‘D’ denotes fully-supervised methods. Color

denotes ‘lower is better’, while

unbounded dynamic depth performance upon both predic-
tions, i.e., the monocular depth can be improved by attend-
ing static depth (using Rp) from multi-frame cues, and
the improved monocular depth in dynamic areas will fur-
ther be propagated (with Rpn0) to multi-frame predictions.

4.4. Loss Function

_ Given the predicted depth D and the ground truth depth
D, the loss can be described as

L(D,D) = BLsi(D, D) + Lyn(D, D), (7

where Lg1 denotes the scale-invariant loss [2, 8], LynL is the
virtual normal loss [42,43], 3 is the weighing factor which
is set to 4. Since we have both monocular depth Do, and
the final depth prediction Dy, the final loss Ly, is

Eﬁnal = »C(Dmunmﬁ) +‘C(DtaD) (8)
5. Experiments

In this section, we compare our method with state-of-
the-art multi-frame depth estimation methods [1, 9,36, 37]
for the dynamic scenes, including self-supervised methods
[9,36], semi-supervised method [37] as well as fully super-
vised method [6] (Sec. 5.3). We then conduct ablation stud-
ies (Sec. 5.4) to evaluate different variants of our method.
We also validate the generalization ability (Sec. 5.5) and
evaluate different methods’ improvements upon monocular
networks for depth estimation in dynamic areas (Sec. 5.6).

5.1. Datasets

KITTI. We follow [37] to evaluate dynamic sequential
data on KITTI Odometry dataset, which contains 13666

means ‘higher is better’. The best results are in bold.

training and 8634 testing samples. We use the dynamic
masks provided by [37] for evaluation. More than 1300
samples in the test set contain dynamic objects. We eval-
uate both medium-resolution (MR: 256 x 512) and high-
resolution (HR: 352 x 1216) depth results, and the metrics
are computed within the 0-80m range.

DDAD. We use the forward-facing cameras with 3848 test-
ing samples to evaluate the methods’ generalization ability.
Since there is no pre-defined dynamic mask for DDAD, we
construct it by warping adjacent images with GT depth and
selecting instance masks with high photometric error. More
than 70% of the test set contains dynamic objects. All meth-
ods are evaluated within the 0-80m depth range.

5.2. Implementation Details

We implement our method with Pytorch [29] and train it
using NVIDIA TITAN RTX GPUs. Unless specified, both
the monocular network and the depth network are consis-
tent with the depth module of [37] , with ResNet-18 [18] as
backbone using ImageNet [0] pre-trained parameters. We
train our model for 80 epochs using the Adam [20] op-
timizer and learning rate of 10~%, which further drops to
107" after 65 epochs. The batch size is set to 8.

5.3. Results on KITTI

We show both overall and dynamic performances of dif-
ferent methods in Table 1. Our method achieves the best
performance in dynamic depth estimation. Specifically, it
outperforms the SOTA fully-supervised MaGNet [1] with
21.28% reduction of Abs.Rel (0.141—0.111), using the
same Efficient-B5 [30] backbone. Significant improve-
ments are also observed compared to self/semi-supervised



. Dynamic Overall
# Category Variant
AbsRel | AbsSq | RMSE | RMSE;,, | 6§ <1.25 AbsRel
1 Depth with Pure multi-frame cues 0.382 7.167 10.292 0.35 0.509 0.041
"2 | singlecues | Pure monocular cues 0.149 1369 | 5.282 0.178 0.810 0.106
3 | Volume fusion | Self-discovered mask [36] 0.130 | 0.990 | 4.692 0.160 0.837 0.043
"4 | withmasks | MaskNetwork [37] 0220 | 2.896 | 6.299 0.223 0.735 0.040
5 Stack & 3D Convs 0.154 1479 | 5.866 0.189 0.777 0.046
6 | Stack & 3D U-Net [15] 0.155 1444 | 5.762 0.191 0.772 0.040
7 Concat & 2D Convs 0.138 1.124 | 5.110 0.174 0.815 0.043
8] Volume fusion | ©UrS CCF W/o. R 0.124 | 0939 | 4.610 0.154 0.855 0.043
9 X Ours CCF w./0. Ruono 0.123 | 0926 | 4.545 0.153 0.861 0.043
—~ | without masks
10 Ours CCF w./ only intra-cue self-attention 0.122 0.896 4.544 0.152 0.860 0.042
TR Ours CCF w./o. residual connection 0.130 | 0961 | 4.616 0.157 0.840 0.048
12 | Ours depth module w./o. I; 0.126 | 0954 | 4.636 0.155 0.844 0.042
13 | Ours CCF - full 0.118 | 0.835 | 4.297 0.146 0.871 0.043

Table 2. Ablation experiments on KITTI. We show the results of different fusion types of multi-frame and monocular cues. ‘CCF’
denotes the proposed cross-cue fusion module. ‘Dynamic’ denotes dynamic depth errors while ‘Overall’ refers to the overall depth error.

methods [9, 36,37]. Besides the obvious improvement in
dynamic areas, our method also outperforms other methods
in most metrics for overall performance. Qualitative results
are shown in Fig. 6. While the dynamic areas generally lead
to performance decline for other multi-frame methods, our
method conducts obviously better estimations in the mov-
ing objects, while retaining the overall accuracy.

5.4. Ablation Study

As shown in Sec. 3, the way to fuse the two volumes
in our method influences the final dynamic depth perfor-
mance. As shown in Tab. 2, we fuse the multi-frame and
monocular volumes in ways that the explicit mask is needed
(‘Volume fusion with masks’) and the explicit mask is not
needed (“Volume fusion without masks’). We also evalu-
ate the variants of our method (‘Ours CCF’) as individual
mask-free methods. Row #1~2 shows individual depth re-
sults leveraging pure multi-frame and monocular cues.
Volume fusion with explicit masks. We leverage the com-
puted [36] or learned masks [37] to fuse our volumes from
two depth cues. As shown in row #3~4, The dynamic
mask generated by [37] does not surpass the baseline fusion
method. While the self-discovered mask [36] shows cer-
tain improvements in dynamic areas, it is computed using
heuristics and thus has uncontrolled dynamic mask quality,
which leads to more restricted performances than ours.
Volume fusion without masks. Besides our method that
uses a mask-free fusion scheme, we also fuse the volumes
without any mask using convolutions. We first stack the
depth volumes in a new dimension and process the fused
features with layers of 3D convolutions as well as the 3D U-
Net, which is commonly used in the MVS methods [15,40].
As shown in row # 5~6 of Table 2, the 3D convolutions have
no obvious improvement in dynamic areas. However, as we
concatenate the two depth volumes and process them with
2D convolution layers (as in Fig. 2), we observe further im-

provements (row #7) upon the pure monocular results, but
this mask-free fusion scheme still lags behind our method
with obvious margins.

Design choices of the network modules. We evaluate dif-
ferent variants of our method as an individual type of mask-
free fusion method. We respectively remove the multi-
frame (row #8) and monocular (row #9) intra-relations and
directly feed the other cues to the fused feature. Then,
we implement another variant of our method with intra-cue
self-attention in the proposed CCF (row #10). We also dis-
able the residual connection of Fi, (row #11) and the in-
put target image I; of the depth module (row #12). Results
show the effectiveness and necessity of the proposed tech-
nical designs, which achieves the best performance.

5.5. Generalization on DDAD

To validate the generalization ability of our method, we
test the KITTI models of all supervised methods [, 37] on
the challenging DDAD dataset. As shown in Table 3, pre-
vious methods either degrade on the dynamic areas due to
the violation of multi-view consistency (e.g., AbsRel 0.544
for [37]) or exhibit worse overall performance owing to the
cross-domain issue of the monocular network (e.g., AbsRel
0.208 for [1]). Our method shows more promising results
that it not only outperforms other methods in dynamic depth
estimation but also retains the advantage of multi-frame es-
timation with competitive overall performance.

5.6. Improvement upon Monocular Estimation

Though previous methods handle dynamic areas with
monocular cues, the improvement is usually constrained by
monocular results. In Tab. 4, we show the final depth results
in dynamic areas and compare them against the monocular
results of each method. Our method achieves the largest
Abs.Rel reduction of 20.8% compared to other methods
which explicitly use the monocular network. Meanwhile,



MonoRec [37]  DyDepth [9] ManyD [36] Input&GT

MaGNet [ 1]

Ours

Figure 6. Qualitative results on KITTI dataset [10]. From left to right: depth predictions (dynamlc objects are hlghhghted with red
boxes), error maps, and the reconstructed point clouds of dynamic areas. Our method achieves the best dynamic results and reconstructs

more reasonable object shapes than state-of-the-art methods.

Eval | Method Backbone | AbsRel | SqRel | RMSE | RMSE;,, | 6 <1.25 | § < 1.25%2 | 6 < 1.25°
= | MonoRec [37] Res-18 0.158 3.102 | 7.553 0.227 0.854 0.931 0.961
§ MaGNet [ 1] Effi-B5 0.208 2.641 | 10.739 0.382 0.620 0.878 0.942
© Ours Res-18 0.158 2.416 | 9.855 0.299 0.747 0.894 0.947
é MonoRec [37] Res-18 0.544 16.703 | 16.116 0.482 0.460 0.667 0.798
E MaGNet [1] Effi-B5 0.266 3.982 | 11.715 0.398 0.462 0.815 0917
A Ours Res-18 0.234 3.611 | 11.007 0.331 0.576 0.835 0.921

Table 3. Generalizations on DDAD [16] dataset. The best results are in bold and the second best results are underlined. Our method
achieves a competitive overall performance with other methods while achieving the best result in dynamic areas.

Method Mono. Err. | Final Err. | Err. Redu.
Manydepth [36] 0.212 0.222 —4.72%
Dynamicdepth [9] 0.214 0.208 2.83%
MaGNet [1] 0.153 0.141 7.84%
Ours - Res.18 0.149 0.118 20.81%
Ours - Res.50 0.145 0.116 20.00%

Table 4. Error reduction upon monocular estimation in dy-
namic areas. We show different methods’ dynamic Abs.Rel depth
errors (Final Err.) and their reduction (Err. Redu.) compared
to their individual monocular performances (Mono. Err.). Our
method achieves the largest error reduction over others and ex-
hibits a consistent error reduction when a better backbone is used.

when using a backbone with larger capacities (ResNet-50),
our method achieves consistent error reduction upon the
monocular network, showing its scalability and flexibility.

6. Conclusion

We improve multi-frame dynamic depth estimation by

fusing the multi-view and monocular depth cues with the
proposed cross-cue fusion. Experiments show its effective-
ness as well as the generalization ability. Limitation: there
still exists a performance gap to fill, especially in dynamic
areas, with a better fusion of the cues. Meanwhile, the chal-
lenging occlusion issues for general multi-frame methods
require further exploration.
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