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Abstract

This paper proposes a low latency neural network ar-
chitecture for event-based dense prediction tasks. Conven-
tional architectures encode entire scene contents at a fixed
rate regardless of their temporal characteristics. Instead,
the proposed network encodes contents at a proper tem-
poral scale depending on its movement speed. We achieve
this by constructing temporal hierarchy using stacked latent
memories that operate at different rates. Given low latency
event steams, the multi-level memories gradually extract dy-
namic to static scene contents by propagating information
from the fast to the slow memory modules. The architec-
ture not only reduces the redundancy of conventional archi-
tectures but also exploits long-term dependencies. Further-
more, an attention-based event representation efficiently en-
codes sparse event streams into the memory cells. We con-
duct extensive evaluations on three event-based dense pre-
diction tasks, where the proposed approach outperforms the
existing methods on accuracy and latency, while demon-
strating effective event and image fusion capabilities. The
code is available at https://hamarh.github.io/
hmnet/.

1. Introduction
Latency matters for many vision applications such as au-

tonomous vehicles or UAVs, directly affecting their safety
and reliability measures. Latency is also crucial for better
user experience in time-sensitive vision applications such as
augmented reality, where the latency of standard RGB cam-
eras is insufficient. For example, a vehicle traveling 80km/h
will move 74cm within a frame of a standard 30fps camera.

Event cameras have extremely low latency. Unlike stan-
dard vision cameras that capture the intensity of all pixels at
a fixed rate, event cameras asynchronously record intensity
changes of individual pixels. This unique principle leads
to extremely low latency (microseconds) and high temporal
resolution, along with many other advantages such as high
dynamic range and low power consumption. With such at-
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Figure 1. Schematic comparison between conventional and our
methods. Our method adaptively processes dynamic and static
scene contents using latent memories with variable rates. Our
approach simultaneously processes fast-moving objects and static
scene contents at low latency (See the right figure).

tractive characteristics, event cameras are becoming popu-
lar input devices for many dense prediction tasks such as
semantic segmentation [1, 44], object detection [22, 35, 39],
depth estimation [12, 31], and optical flow [14, 53].

Despite the emergence of low latency event-cameras,
few works focused on low latency recognition models ded-
icated to event-based dense prediction tasks. Instead, most
previous works apply standard CNN architectures equipped
with the recurrent modules as a backbone [12, 18, 35, 44],
resulting in the same latency levels as frame-based mod-
els. Another line of research applies Spiking Neural Net-
works (SNNs) for event data. However, SNNs suffer from
low accuracy due to the lack of established training prin-
ciples [45, 47] or high latency due to long simulation time
steps [50]. We need backbone architectures that best exploit
low latency and high temporal resolution of event data.

To this end, we propose a Hierarchical Neural Memory
Network (HMNet) for low latency event processing. The
key idea is to encode the scene contents at a proper tem-
poral scale depending on their speed. For this purpose,
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the proposed network builds multi-level latent memory with
different operating rates (Fig. 1). The low-level memories
run fast to quickly encode local and dynamic information,
whereas high-level memories perform global reasoning on
static information at a lower frequency. This design signif-
icantly reduces the computational loads in contrast to con-
ventional methods that runs the entire forward path every
time. The paper also proposes an Event Sparse Cross Atten-
tion (ESCA) that directly injects sparse event streams into
dense memory cells with minimal information loss.

We conduct extensive evaluations on three event-based
vision tasks (object detection, semantic segmentation, and
monocular depth estimation) as well as event-image fusion
task. Experimental results show that HMNet outperforms
existing methods while reducing latency by 40%-50%.

2. Related Works

Event-based dense prediction often consists of the fol-
lowing two steps: 1) A construction of frame-based repre-
sentations for events and 2) feature extraction using a back-
bone CNN followed by a task-specific head. The section
reviews related works in these two steps, followed by dis-
cussion on specialized methods without these steps.

Event representation. An efficient and informative neu-
ral event representation is the key to effective event pro-
cessing. Due to its sparse and asynchronous nature, event
data are not directly applicable to many DNN models with
dense-grid representations. The simplest solution is to con-
vert events into histogram images [29, 33], but the method
completely discards rich temporal information of events. In
order to maximize the information, many event representa-
tions are proposed. Timestamp images [34] and Time Sur-
face [6, 21] encode events based on the most recent times-
tamp at each pixel. HATS [43] further improved the meth-
ods by additionally encoding timestamps of past events.
Voxel Grid [53] constructs spatiotemporal voxel representa-
tion by discretizing the time domain using a bilinear kernel.

Recently, more data-adaptive methods have been pro-
posed [5, 11, 22, 26]. EST [11] generalized the above meth-
ods as Event Spike Tensor and further makes the kernel
trainable end-to-end from data. Matrix-LSTM [5] applies
pixel-wise LSTM to extract temporal features from the
event stream. AED [26] and ASTMNet [22] improve Voxel
Grid by adaptively adjusting kernel size and sampling posi-
tion according to the event density.

In contrast, the proposed method is 1) Data-adaptive: the
attention adaptively picks up necessary information from
events based on the current memory state, 2) Robust to
noise: the attention can filter out noisy events, and 3) High
frame rate: the memory-based representation can work at a
short interval (e.g. 5ms), contrary to the previous methods
that require a long time (e.g. 50ms) to accumulate enough

data (excluding Time Surface and Matrix-LSTM).

Backbone architecture. A CNN architecture with a recur-
rent module is a popular architecture for event-based dense
prediction tasks. Perot et al. [35] built a CNN architecture
with stacked ConvLSTM [41] for object detection. Li et
al. [22] also combined lite-weight LSTM with VGG16 [42].
The recurrent architectures based on U-Net [37] or stacked
hourglass network [32] are also used for monocular depth
estimation [12, 18] and semantic segmentation [44].

Several works proposed a backbone architecture for
asynchronous event processing to better exploit the sparse
and asynchronous nature of the event data. Messikommer et
al. [30] proposed a sparse convolutional network for asyn-
chronous event processing. Schaefer et al. [39] applied a
graph convolutional neural network for event processing
and proposed the efficient and asynchronous graph update
rule for events. While these methods can dramatically re-
duce computational complexity, the performance is insuffi-
cient compared to conventional synchronous models.

Exploiting the sparsity of event data has been popular
for classification tasks. EventNet [40] treated event data as
a point cloud and applied MLPs event-by-event like Point-
Net [36]. By converting the trained MLPs into a lookup ta-
ble, the network runs extremely fast at inference time. Event
Transformer [23] also takes raw events as inputs and applies
specialized transformer layers to extract spatiotemporal fea-
tures for a group of events. Although these methods per-
form well on the classification task, applying them to dense
prediction tasks is difficult since making dense predictions
from the event-wise sparse features is not trivial.

Sabater et al. [38] proposed to update an internal mem-
ory using sparse patch-based representation extracted from
the event Voxel Grid. This work is the most related to ours,
but the method still relies on the conventional Voxel Grid
representation, which is sub-optimal. Our method directly
writes raw events into memory through cross-attention,
which is more data-adaptive. Hierarchical Temporal Mem-
ory (HTM) [15] is conceptually related to our work. HTM
consists of Spatial Pooling and Temporal Pooling that are
conceptually similar to convolution and recurrent layers.
HTM is more similar to RNNs and it operates at a single
rate. In contrast, the proposed model operates at multiple
rates, which is a key for low-latency processing.

3. Hierarchical Neural Memory Network

Our idea for low latency event processing is a multi-rate
network architecture. A scene often contains objects with
varying motion speeds. A network should run fast for high-
speed motions, but conduct careful or global reasoning for
slowly moving objects or scene context analysis.

To achieve this, the proposed network builds a tempo-
ral hierarchy using multi-level latent memories {z1, ...,zL}
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Figure 2. Illustration of Hierarchical Neural Memory Network.The network consists of a stack of multiple memories that operate at
different rate. z1 operates at highest rate and receives events at every time-steps (“event-write”). z2,z3 operate at lower rate, extracting
deeper features during the cycle. Each memory exchange information with previous/next level memory (F ↑

w, F
↓
w), update its state with

convolutional layers (Fu), and finally readout features for task head (Fro).

Cross
Attention

𝒛𝑙

𝑄

𝐾,𝑉

𝑡, 𝑥, 𝑦, 𝑝

…

Events

…

Embedding

𝑑𝑡 𝑑𝑥𝑦 𝑑𝑝

Sparse
Attention

(a) Event-write

MLP

M
LP

𝒛𝑙

𝑧11

𝑧22

𝑧32

𝒲11

𝒲22

𝒲32

𝒛𝑗𝑘events

𝑠

𝑠

𝑄

𝐾,𝑉

M
essage gen

.

Cross
Attention

𝑄

𝒛𝑙+1

𝐾,𝑉

MLP

Down

Up

(b) Up-write: 𝐹𝑤
↑ (c) Down-write : 𝐹𝑤

↓

buffer

𝒛𝑙 𝒛𝑙

(d) Update : 𝐹𝑢

LayerNorm

conv1×1

GroupNorm

SiLU

(e) Readout: 𝐹𝑟𝑜

Conv-GN

SiLU

LayerNorm

Conv-GN-SiLU

{R
e

sB
lo

ck}×
𝐿

𝒛𝑙

Down

MLP

𝒛𝑙−1

Figure 3. Operations defined on latent memories. Event-write embeds events into the memory cells using Event Sparse Cross Attention.
Up/down-write exchange features between memories by cross-attention. Update process internal state using residual layers. Readout
computes features for the task head.

that operate in parallel at different rates. Fig. 2 shows
an overview of the proposed network. The memories are
stacked such that their operating rate decreases from z1 to
zL. z1 writes incoming events into its state (event-write)
and quickly extracts local and dynamic information with a
shallow network (update). The features are then propagated
to higher memories (up-write) where global and static in-
formation is extracted with deeper networks (update). The
network also has a top-down path (down-write) that enables
low-level memories to exploit the contextual information to
recognize dynamic motion accurately.

At the end of the operating cycle, each memory com-
putes output features (readout) and puts them into a latent
buffer. At every time step, the task head computes predic-
tions from the features inside the latent buffer, exploiting
low latency information and global context simultaneously.

Below, Sec. 3.1 explains the basic operations of latent
memories. Sec. 3.2 proposes a method for writing raw event

data into the latent memory. Sec. 3.3 explains the overall
operation flow and timing of the proposed network. Finally,
Sec. 3.4 introduces the extension of the proposed network
for multi-sensory inputs with varying frame rates.

3.1. Latent memory

We have a hierarchy of latent memory where mem-
ory cells update memories by attention mechanisms. Each
memory has four operations: “up-write”, “down-write”,
“update”, and “readout”. The memory z1 has an additional
operation, “event-write”, to write raw event data into the
memory state. The architectures for each operation are de-
picted in Fig. 3. Sec. 3.2 explains event-write in detail. Be-
low, we explain the other four operations.
Up-write. The operation writes the memory state of the
previous level zl−1 into current state zl:

zl ← F ↑
w(zl, zl−1). (1)
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To aggregate features from zl−1, the write function F ↑
w

applies the window based multi-head cross-attention (W-
MCA) that is our extension of W-MSA [27] for cross-
attention:

ẑl = W-MCA(zl, Gdown(zl−1)) + zl, (2)
zl ← MLP(LN(ẑl)) + ẑl, (3)

where LN is a Layer Normalization [2]. MLP consists of
two conv 1×1 layers with a GELU activation function [17]
in between. Gdown is a strided convolutional block for
downsampling.
Down-write. The operation writes the memory state of the
next level zl+1 into current state zl:

zl ← F ↓
w(zl, zl+1). (4)

F ↓
w is almost the same as Eq. 2, 3 except the down/up-

sampling operation. F ↓
w applies Gdown on zl and upsam-

ples the output of W-MCA with a bilinear upsampling layer
(see Fig. 3b, 3c).
Update. The operation updates the internal state of the
memories:

zl ← Fu(LN(zl)) (5)

The function Fu consists of several residual layers [16]. For
high-level memories, a large number of layers can be used
to encode high-level semantic information. On the other
hand, for low-level memories, a few layers are used to pri-
oritize latency. Specifically, we set the number of residual
layers as {1, 3, 9} for the memories {z1, z2, z3}.
Readout. The operation extracts an output feature ol from
the internal state of zl:

ol = Fro(LN(zl)) (6)

The function Fro consists of conv 1×1 followed by a Group
Normalization [48] and a SiLU activation function [9].

3.2. Event write

Event cameras trigger an event asynchronously at each
pixel whenever an accumulated brightness change exceeds
a certain threshold. The output of the event cameras is a
stream of asynchronous events E = {ei}Ni=1, where each
event ei = {ti, xi, yi, pi} encodes four values: the times-
tamp ti, the pixel location (xi, yi), and the polarity pi ∈
{1,−1} that represent the direction of brightness change
(increase or decrease).

To embed the sparse event stream into dense memory
cells, we propose an Event Sparse Cross Attention (ESCA).
It features high efficiency and robustness to noise by ex-
ploiting the sparsity of events through window-based atten-
tion and introducing a trainable “event gate” inside the at-
tention computation.

At every time step tn, the network receives events En =
{ei}Ni=1 triggered during [tn−1, tn] as inputs. Let zjk be the
memory cell at a spatial location (j, k) and s be the global
stride of the memory cells; we define a s×s spatial window
Wjk for each memory cell zjk. ESCA calculates cross at-
tention between the memory cell zjk and a subset of events
E(j,k)n inside the windowWjk (Fig. 3a).

hjk = CrossAttn(zjk, E(j,k)n ), (7)

The attention calculation is efficient, because Eq. 7 is re-
quired only for the memory cells with events inside their
local window. Below, we detail the attention calculation.
Event embedding. Each event ei ∈ E(j,k)n is first trans-
formed into an embedding vector di using MLPs.

dt = Et(t̂i), dxy = Exy(x̂i, ŷi), dp = Ep(pi),

di = LN([dt,dxy,dp]), (8)

where Et, Exy, Ep are MLPs with two hidden layers and a
Layer Normalization [2] in between, and [, ] is a concate-
nation operation. (x̂i, ŷi) is a relative position of the event
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ei in the windowWjk, and t̂i is a relative timestamp in the
time period [tn−1, tn].
Sparse attention with event gate. The attention is then
computed between the memory cell zjk and the embedding
vectors d ∈ RL×D of all the L events in E(j,k)n :

qjk = Q(zjk), K = K(d), V = V(d),
hjk = softmax(qjkK

T /
√
D)V . (9)

where Q,K,V are the MLPs for computing query, key, and
value. Since raw events are sparse and noisy, Eq. 9 assigns
a large weight to the noisy events when there are a few or no
true events inside the windowWjk. We address the problem
by concatenating a trainable parameter w, namely “event
gate” before the softmax function:

ajk = softmax([qjkK
T /
√
D,w]). (10)

ajk is the attention weights with a length of (L + 1). The
last element of ajk corresponds to the attention for the event
gate that acts as a noise filter; Since noise will have a weak
correlation with the current memory state, the softmax func-
tion will assign a high weight to the event gate rather than
the noisy events. Thus, the event gate prevents the noise
events from being written to the memory state.

Finally, the attention is calculated by omitting the last
element of ajk and multiplying values V :

hjk = [ajk]1:LV . (11)

3.3. Multi-level latent memory

Fig. 4 describes the overall operation flow. The network
has three levels of memory states {z1, z2, z3} with an op-
erating cycle of {1, 3, 9} time-steps. Each memory runs on
a different thread asynchronously except for the timing of
feature transfer.

At every time-step, z1 writes incoming event data and
executes event-write, update, and readout operations during
the time-step. The internal state of z1 is then written to z2
at every 3 time-steps. z2 executes “write” and “update” op-
erations during 2 time-steps, and then executes “readout”
and message generateion at the last time-step. z3 works
similarly to z2 but has the longest cycle of 9 time-steps.
Note that the message generation of “down-write” (Fig. 3c)
is executed at the higher memory thread, which saves com-
putations at the time-sensitive lower memory thread.

The latent buffers will store output features that are read
out from each memory. At every time-step, the task head
utilizes the features inside the latent buffers to make a pre-
diction, exploiting temporally multi-scale features.

3.4. Sensor fusion

Our architecture can naturally be extended to the multi-
sensory inputs with varying operating frequencies. We

achieve this by simply setting the frequency of memory
writes to that of the sensor operations. Specifically, for
event-image fusion, the (RGB) image data is first embed-
ded into a feature map using an image encoder. The feature
map is then written to the high-level memory z3 every 45ms
in the same way as the “up-write” operation. The event data
is similarly written to the low-level memory z1 every 5ms.

4. Experiments
The section evaluates the accuracy and the latency of the

HMNet on three tasks: semantic segmentation, object de-
tection, and monocular depth estimation.

Below, Sec. 4.1 explains the basic settings of the exper-
iments, and Sec. 4.2 to Sec. 4.4 show the results on each
task. Finally, Sec. 4.5 performs the ablation study to verify
the effectiveness of each component of the proposed model.
See supplementary materials for more detailed setups.

4.1. Basic setups

HMNet variants. We build four variants of HMNet,
HMNet-B1/L1/B3/L3. HMNet-B1 is the simplest form
with only one latent memory. HMNet-B3 is its multi-level
version with three latent levels. HMNet-L1/L3 is a high-
capacity version of HMNet-B1/B3 with increased latent di-
mensions. Specifically, let D be the dimension of each
memory and H be the number of the head for cross attention
in the “write” operations; the configurations are as follows:

• HMNet-B1: D = 128, H = 4

• HMNet-L1: D = 256, H = 8

• HMNet-B3: D = (128, 256, 256), H = (4, 8, 8)

• HMNet-L3: D = (256, 256, 256), H = (8, 8, 8)

For the memories {z1, z2, z3}, we set the global stride of
features s as {4, 8, 16} and the operation cycle as {1, 3, 9}
time-steps, where the time-step size is set as 5ms.
Baselines. We built baselines by 1) Using Time Surface
to convert raw events into frame-based representations; 2)
Taking a popular backbone network (ResNet, ConvNeXt,
or Swin Transformer); and 3) Adding a task head to output
predictions. We also built their recurrent version by insert-
ing ConvGRU [3] between stages.
Event-image fusion. We extended HMNet-B3/L3 for
event-image fusion as explained in Sec. 3.4. For the im-
age encoder, the layers until the stage3 of ResNet-18 [16]
are used. For comparison, we also extend the baselines by
concatenating the most recent image frame with its inputs.
Training and inference. For training, we used Adam [20]
and AdamW [28] as an optimizer, depending on the task.
We set the batch size as 16 and the initial learning rate
as 2.0e-4 with a cosine learning rate decay. We used ran-
dom resize, crop, and horizontal flip for data augmentation.
Unless otherwise mentioned, we test all the methods using

5



51

52

53

54

55

56

57

58

0 5 10 15 20 25 30 35

m
Io

U

Latency @ Tesla V100 [msec]

EV-SegNet [1]

ResNet-18
ResNet-50
ConvNeXt-Tiny
Swin-Tiny

GRU-ResNet-18
GRU-ConvNeXt-Tiny
GRU-Swin-Tiny

HMNet-L3

ESS [39]

HMNet-L1

HMNet-B3

HMNet-B1

HMNet-L3 
(mGPU)

HMNet-B3 
(mGPU)

Figure 5. Results on DSEC-Semantic dataset. Lines depict the
methods without latency value. All the methods are evaluated us-
ing only events. “mGPU” is a result obtained by multi-GPU infer-
ence.

10

20

30

35

40

45

50

0 5 10 15 20 25 30 35 40

m
A

P

Latency @ Tesla V100 [msec]

Asynet [25]
AEGNN [34]

NGA [21]

MatrixLSTM [5]

ASTMNet [18]AED [21]

HMNet-L3

HMNet-B3

HMNet-B1
HMNet-L1

RED [30]

CSPDarknet-53
ResNet-50
ConvNeXt-Tiny
Swin-Tiny

HMNet-L3 (mGPU)
HMNet-B3 (mGPU)

GRU-CSPDarknet-53
GRU-ResNet-50
GRU-ConvNeXt-Tiny
GRU-Swin-Tiny

Figure 6. Results on GEN1 dataset. Lines depict the methods with-
out latency value. The latency value of ASTMNet is borrowed
from [22], where they used Titan Xp GPU. “mGPU” is a result ob-
tained by multi-GPU inference.

Table 1. Resutls of event-RGB fusion on DSEC-Semantic dataset.
The performances are measured in mIoU.

Backbone Inputs
event only +left-RGB +right-RGB

Baseline ResNet50 54.1 50.6 48.9

HMNet (ours) HMNet-B3 53.8 55.5 54.0
HMNet-L3 55.0 57.4 57.4

Tesla V100 GPU and 20-core Intel(R) Xeon(R) Gold 6148
CPU @ 2.4GHz.

Justification for hyperparameter tuning. We manually
determined the hyperparameters for all the experiments. To
ensure that they are not overly tuned, we compared the man-
ual tuning result to automatic tuning with Hyperopt [4] on
the object detection task, where we observed similar accu-
racy (44.7 and 44.4 mAP for manual and automatic tuning).

4.2. Semantic segmentation

Setups. The experiments are conducted on DSEC-Semantic
dataset [44]. The dataset contains street-scene event data
with a resolution of 640× 480 pixels. It also contains RGB
frames recorded at 20Hz. Note that the cameras have dif-
ferent viewpoints; thus, the RGB frames are not perfectly
aligned with the event data. The pseudo pixel-wise annota-
tions are available at 20Hz. We used the task head of UPer-
Net [49] and trained our models for 60k iterations.

Results. Fig. 5 shows the results. HMNet-B3/L3 outper-
forms the state-of-the-art ESS model [44] on both accuracy
and latency. Note that ESS utilizes additional training data
on the RGB domain, while our methods are trained only on
the event data. HMNet-L3 also outperforms the baselines
with strong backbones. The effectiveness of HMNet-L3 is
shown in a qualitative sample in Fig. 7 (top row). The com-
parison between HMNet-B1/L1 and HMNet-B3/L3 shows
the performance gain obtained by stacking multiple memo-
ries (+3.8%/+3.2%). The latency of HMNet-B3/L3 can be

further reduced by parallel computation when multi-GPU is
available (depicted by “mGPU” in the figure).

Event-image fusion. We trained the fusion models using
events and frames from the left RGB camera. Table 1 com-
pares the results in the case with and without RGB fusion.
The baselines perform worse with RGB fusion due to the
misalignment between events and RGB frames, whereas
HMNet shows improved accuracy. Even with the mis-
aligned inputs, cross-attention can robustly associate fea-
tures, enabling the model to leverage both modalities. We
also test the models using the images from the right RGB
camera at inference time. To our surprise, the HMNet mod-
els keep the accuracy high, showing their robustness to the
different sensor setups.

4.3. Object detection

Setups. The experiments are conducted on GEN1 dataset
[35]. The dataset includes about 40 hours of event data with
a resolution of 304 × 240 pixels. The bounding box anno-
tations are available at 1Hz to 4Hz, depending on the video
sequences. The labels are defined for two classes: pedes-
trian and car. We built a lite-weight detection head based on
YOLOX [10]. Specifically, we adopt FPN [25] with addi-
tional bottom-up feature fusion instead of PAFPN [10].

Results. Fig. 6 compares the HMNet with the previous
methods and baselines. The proposed method outperforms
the state-of-the-art methods (ASTMNet [22] and AED [26])
in both accuracy and latency. Primarily, HMNet-B1/L1 per-
forms remarkably well though they have only a single-level
memory. For instance, HMNet-B1 performs competitively
to AED [26] while reducing the latency by 57%, showing
the effectiveness of the proposed ESCA. A qualitative sam-
ple in Fig. 7 (second row) shows the effectiveness of HMNet
for detecting fast-moving objects.

Although the GRU-CSPDarknet-53 baseline achieved
the best accuracy, the model has higher latency than ours
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Events Image GT GRU-ConvNeXt-Tiny HMNet-L1 (ours) HMNet-L3 (ours)

GT ResNet-50 GRU-ResNet-50 GRU-CSPDarknet-53 HMNet-L1 (ours) HMNet-L3 (ours)

Events Image GT RAMNet [9] HMNet-L1 (ours) HMNet-L3 (ours)

Figure 7. Qualitative results on each dataset. From top to bottom, the results for DSEC-Semantic, GEN1, and MVSEC outdoor day1/night1
are shown, respectively. HMNet-L3 correctly segments the pedestrian (top row), detects a fast-moving car in the opposite lane (second
row), and estimates a scene depth accurately around moving cars (third and fourth row). We cut out sky region for MVSEC results.

(more than double compared to HMNet-L1). More impor-
tantly, the recurrent baselines require a long accumulation
time (e.g. 50ms) for constructing an event frame, which lim-
its the frame rate of these methods.

4.4. Monocular depth estimation

Setups. Following Gehrig et al. [12], we pretrained our
models on the synthetic Eventscape dataset [12]. We then
fine-tuned and evaluated the models on real MVSEC dataset
[52]. MVSEC dataset consists of street-scene event data
and gray-scale images recorded by a DAVIS event camera
with a resolution of 346 × 260 pixels. Since the DAVIS
camera is coaxial, events and gray-scale images are aligned
initially. The ground truth depth maps are recorded at 20Hz
using a LiDAR sensor. Note that they are not synchronized
with the gray-scale images. We used outdoor day2 for train-
ing and outdoor day1 and outdoor night1 for evaluation.

Results. Table 2 shows the results on MVSEC dataset.
On the daytime sequence, HMNet outperforms the previ-
ous methods while reducing latency (e.g. 44% reduction
comparing HMNet-B3 and RAMNet [12]). Although the
ResNet-50 baseline performs the best on night-time se-
quence, HMNet-B3 achieves competitive performance with
much lower latency (65% reduction). On both sequences,

HMNet-B3/L3 is more accurate than HMNet-B1/L1, show-
ing the effectiveness of the multi-level memory architecture.
The qualitative results in Fig. 7 (bottom two rows) show that
HMNet can accurately estimate the cars in the lanes.

Event-image fusion. Table 2 reports the results for event-
image fusion. The baselines show degraded accuracy with
the image fusion, which is due to the temporal mismatch be-
tween the images and the ground truth. The models need to
fuse up-to-date events with an old image frame at inference
timing, which is difficult to handle by naive concatenation.
On the other hand, the HMNet has dedicated architecture
to handle such temporal variation and hence enjoys perfor-
mance gain with the image fusion on the daytime sequence.
Meanwhile, the HMNet models perform worse with image
fusion on the night-time sequence due to the image appear-
ance gap between daytime and night-time.

4.5. Ablation study

We conducted ablation studies on several key elements
of HMNet using DSEC-Semantic and GEN1 datasets.

Effect of event gate and down-write. Table 3 left inves-
tigates the effect of the event gate used in ESCA and the
down-write operation of HMNet. The results show the ef-
fectiveness of the components. Applying both of them im-
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Table 2. Comparison of performances on MVSEC dataset. The top three results are colored in orange, green, and blue.

Backbone Input outdoor day1 outdoor night1 Latency [ms]
δ1 ↑ δ2 ↑ δ3 ↑ REL↓ RMS↓ RMSlog↓ δ1 ↑ δ2 ↑ δ3 ↑ REL↓ RMS↓ RMSlog↓

E2Depth [18] ConvLSTM event 0.567 0.772 0.876 0.346 8.564 0.421 0.408 0.615 0.754 0.591 11.210 0.646 -
RAMNet [12] ConvGRU event+RGB 0.541 0.778 0.877 0.303 8.526 0.424 0.296 0.502 0.635 0.583 13.340 0.830 9.0

Baseline

ResNet-18 event 0.689 0.837 0.921 0.267 6.981 0.334 0.533 0.725 0.850 0.321 8.893 0.451 8.9
ResNet-18 event+RGB 0.679 0.830 0.915 0.264 7.329 0.352 0.472 0.651 0.771 0.352 11.506 0.576 8.4
ResNet-50 event 0.683 0.834 0.921 0.267 7.064 0.333 0.535 0.726 0.850 0.331 8.817 0.449 14.7
ResNet-50 event+RGB 0.677 0.826 0.912 0.265 7.485 0.357 0.474 0.678 0.802 0.335 10.624 0.526 14.4

Baseline-GRU ResNet-18 event 0.666 0.814 0.903 0.299 7.685 0.367 0.534 0.740 0.868 0.330 8.356 0.436 8.5
ResNet-18 event+RGB 0.493 0.675 0.796 0.345 8.916 0.520 0.327 0.553 0.703 0.385 11.547 0.678 8.8

HMNet (ours)

HMNet-B1 event 0.496 0.702 0.821 0.385 9.088 0.509 0.504 0.702 0.827 0.387 8.875 0.505 2.4
HMNet-L1 event 0.625 0.798 0.893 0.310 8.383 0.393 0.497 0.679 0.796 0.434 9.406 0.561 4.1
HMNet-B3 event 0.684 0.839 0.924 0.270 7.101 0.332 0.523 0.722 0.846 0.323 8.935 0.462 5.0 (4.1)
HMNet-B3 event+RGB 0.707 0.857 0.937 0.252 6.972 0.318 0.512 0.714 0.836 0.316 10.089 0.476 5.4 (4.1)
HMNet-L3 event 0.690 0.849 0.930 0.254 6.890 0.319 0.513 0.714 0.837 0.323 9.008 0.482 6.9 (5.4)
HMNet-L3 event+RGB 0.717 0.868 0.940 0.230 6.922 0.310 0.497 0.661 0.784 0.349 10.818 0.543 7.1 (5.4)

Table 3. Ablation study on the event gate and the down-write (left)
and the cycle length of the latent memories (right).

DSEC-Semantic GEN1
event gate down-write mIoU mAP

47.5 41.6
✓ 47.8 42.4

✓ 48.6 41.7
✓ ✓ 49.1 42.7

Cycle length DSEC-Semantic GEN1
z3 mIoU mAP
12 49.7 42.3
9 49.1 42.7
6 47.6 42.2
3 48.2 42.3

Events w/ event gate w/o event gate

Figure 8. Visualization of attention weights of ESCA. A pixel
with yellow color shows a memory cell receiving a large attention
weight.
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Figure 9. Sensitivity analysis on the time step size at inference
time. Left: DSEC-Semantic dataset. Right: GEN1 dataset.

proves the accuracy by +1.6% and +1.1% for each dataset.
To further analyze the effect of the event gate, we visualized
the attention weights of each memory cell at z1. Specif-
ically, Fig. 8 visualizes the accumulated attention weights
written into each cell during 10 time steps (i.e. 50ms). With-
out the event gate, the latent memory receives much noisy
information. In contrast, with the event gate, the latent
memory selectively picks up essential information about the
scene (e.g. the car in the green rectangle).

Sensitivity analysis on time step size. In practice, the time
step size needs to be adjustable depending on the available

hardware at inference time. Hence, we performed the sen-
sitivity analysis on the time step size. We trained HMNet-
B3/L3 using a time step size of 5ms and evaluated them with
various step sizes (3ms to 15ms). Fig. 9 shows the analysis.
The models perform well until the time step size reaches
10ms even showing better accuracy around 6ms-8ms. After
that, the accuracy degrades linearly.

Sensitivity analysis on cycle length. Table 3 right shows
the accuracy of HMNet-B3 when the cycle length of z3
is changed between 3 to 12. The cycle length of 9 per-
forms better than the shorter ones, showing the importance
of long-term information propagation by z3. Though, too
long cycle length impairs the accuracy on GEN1 dataset.

5. Conclusion

This paper proposed a novel Hierarchical Neural Mem-
ory Network (HMNet) that builds a temporal hierarchy
with multi-level memories for low latency event process-
ing. The paper also proposed an Event Sparse Cross Atten-
tion (ESCA) for embedding sparse event streams into the
latent memory of HMNet with minimal information loss.
The experimental results showed that the HMNet can run
faster than previous methods while achieving competitive
or even better accuracy. The experiments on event-image
fusion further showed the effectiveness of HMNet for fus-
ing temporally unaligned sensory inputs. Our method is not
limited to event data. We plan to extend our method to a
variety of sensors (e.g. RGB, Lider, or RGB-Lidar fusion)
and broader vision applications, such as video recognition,
action recognition, and pose estimation.
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A. Details of the window based multi-head
cross-attention (W-MCA)

The section explains the details of W-MCA used for “up-
write” and “down-write” operations. We built W-MCA by
extending the window based multi-head self-attention (W-
MSA) [27] with a minor modification. We first explain W-
MSA and then the modifications for our W-MCA.
Window based multi-head self-attention [27]. Given an
input X with a size (H ×W ×D), the W-MSA computes
self-attention as follows:

H = W-MSA(X) (12)

Below we describe the single-head operation for simplic-
ity since the multi-head operation can be straightforwardly
acquired by applying multiple single-head operations.

In the W-MSA, query, key, and value are first calcu-
lated by Layer Normalization (LN) [2] and three MLPs
(Q,K,V).

X̂ = LN(X) (13)

Q = Q(X̂), K = K(X̂), V = V(X̂) (14)

The query, key, and value are then divided into tiles, each
with a size (7× 7):

qn ∈ T7×7(Q), kn ∈ T7×7(K), vn ∈ T7×7(V ) (15)

where T7×7 is a function for the tile division, and qn,kn,vn

are query, key, and value inside the n-th tile with a size
(49 ×D). Then, the attention is calculated inside each tile
as follows:

hn = softmax(qnk
T
n /
√
D +B)vn (16)

where B is a relative position bias. Finally, the outputs
{h1, ...,hN} from all the N tiles are joined back to the orig-
inal spatial size by the inverse function of the tile division:

H = T −1
7×7(h1, ...,hN ) (17)

Window based multi-head cross-attention. We build the
window based multi-head cross-attention (W-MCA) to ag-
gregate information from other memory states. W-MCA is
based on the W-MSA [27] and the only difference is that we
change the self-attention to the cross-attention. Specifically,
we modified Eq. 12, Eq. 13, and Eq. 14 to have two features
X1,X2 as inputs:

H = W-MCA(X1,X2) (18)

X̂1 = LN(X1), X̂2 = LN(X2) (19)

Q = Q(X̂1), K = K(X̂2), V = V(X̂2) (20)

The calculations after getting Q,K,V are the same as W-
MSA.

B. Setups for semantic segmentation

Dataset. The experiments are conducted on DSEC-
Semantic dataset [44]. The dataset is a subset of DSEC
dataset [13] that consists of event camera data and RGB
frames recorded at the street scene. The resolution of the
event camera and the RGB camera is 640× 480 pixels and
1440 × 1080 pixels, respectively. For event-image fusion,
we resized the RGB images to match the resolution of event
data. Note that the cameras have different viewpoints, and
the RGB frames are not perfectly aligned with the event
data. The dataset contains pixel-wise annotations automat-
ically generated from RGB images at 20Hz. In total, 8,082
and 2,809 frames are available for training and testing. Fol-
lowing [1], we used 11 classes for the experiments.

Task head. We used the decoder architecture of UPer-
Net [49] as our task head. For HMNet, we added bottom-
up feature fusion in the task head for refreshing the high-
level features with the up-to-date low-level features. We
also omitted the Pyramid Pooling Module [51] of UPerNet.

Training. Table 4 shows the hyperparameters for training.
The HMNet models and the baselines are trained for 90k
and 120k iterations, respectively. We trained the recurrent
baselines for 500 iterations using Truncated Backpropaga-
tion Through Time [46], with a sequence length of 5.0sec.
We did not conduct the additional training on HMNet since
it did not improve the accuracy. We used AdamW [28] as
the optimizer with a large weight decay coefficient of 0.01
as it performed better than Adam [20] on the task. We used a
cross-entropy loss for our loss function. We also appended
auxiliary loss [51] on the output feature of z3 for HMNet
and stage3 for baselines.

C. Setups for object detection

Dataset. The experiments are conducted on GEN1 dataset
[35]. GEN1 dataset is a dataset for detecting objects from
event cameras mounted on vehicles. The dataset includes
2,358 event sequences; each has a length of 60 sec and a
resolution of 304 × 240 pixels. The sequences are divided
into 1,459, 429, and 470 for training, validation, and testing.
The bounding box annotations are available at 1Hz to 4Hz,
depending on the sequence. The labels are defined for two
classes: pedestrian and car.

Task head. We built a lightweight detection head based on
YOLOX [10]. Specifically, we replaced PAFPN in YOLOX
with FPN [25] and added bottom-up feature fusion before
top-down fusion of the FPN.

Training. On the dataset, the proposed models, the base-
lines, and the recurrent baselines are trained for 400k, 270k,
and 135k iterations, respectively. Training more iterations
did not improve the performance of the baselines. As the
labels have a low frame rate, the recurrent models require
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Table 4. List of hyperparameters used in the experiments. For all the experiments we used initial learning rate of 2.0e-4 with cosine
learning rate decay and batch size of 16. In the resize augmentation, the resizing factor is randomly selected from range [0.5, 2.0].

Dataset Model Training settings Additional training
Input size Event repr. Time step size Sequence length Data aug. Train iter Optimizer Weight decay Sequence length Train iter

DSEC-Semantic
Baseline 640× 440 Time Surface 50ms 50ms resize, crop, flip 120k AdamW 1.0e-2 - -

Baseline GRU 640× 440 Time Surface 50ms 500ms (10 steps) resize, crop, flip 120k AdamW 1.0e-2 5.0sec (100 steps) 0.5k
HMNet 640× 440 ESCA 5ms 200ms (40 steps) resize, crop, flip 90k AdamW 1.0e-2 - -

GEN1 dataset
Baseline 304× 260 Time Surface 200ms 200ms resize, crop, flip 270k Adam 5.0e-4 - -

Baseline GRU 304× 260 Time Surface 50ms 500ms (10 steps) resize, crop, flip 135k Adam 5.0e-4 5.0sec (100 steps) 4.5k
HMNet 304× 260 ESCA 5ms 200ms (40 steps) resize, crop, flip 400k AdamW 1.0e-2 8.1sec (1620 steps) 4.5k

Eventscape
Baseline 512× 256 Time Surface 200ms 200ms flip 135k Adam 1.0e-4 - -

Baseline GRU 512× 256 Time Surface 50ms 500ms (10 steps) flip 135k Adam 1.0e-4 - -
HMNet 512× 256 ESCA 5ms 200ms (40 steps) flip 135k AdamW 1.0e-2 - -

MVSEC
Baseline 346× 260 Time Surface 200ms 200ms flip 5.6k Adam 1.0e-4 - -

Baseline GRU 346× 260 Time Surface 50ms 500ms (10 steps) flip 5.6k Adam 1.0e-4 - -
HMNet 346× 260 ESCA 5ms 200ms (40 steps) flip 5.6k AdamW 1.0e-2 - -

Table 5. Results of hyperparameter tuning.

Parameter Search space Tuning result
Manual Automatic

Event repr. Time Surface, VoxelGrid(hist), VoxelGrid(time) Time Surface Time Surface
Time step size 50ms, 200ms 200ms 200ms
Optimizer SGD, Adam, AdamW Adam AdamW
Weigth decay 5.0e-2, 1.0e-2, 5.0e-4, 1.0e-4 5.0e-4 5.0e-2
LR scheduler linear, linear with warmup, cosine, cosine with warmup cosine cosine
Resize range [0.5, 1.0], [0.5, 1.5], [0.5, 2.0], [1.0, 1.5], [1.0, 2.0] [0.5, 2.0] [0.5, 1.5]

Table 6. Constants used for Eventscape and MVSEC datasets

dmax α
Eventscape 1000 5.7
MVSEC 80 3.7

Table 7. Numerical values of the results in Fig.5 of the main paper
(DSEC-Semantic dataset). The latency in brackets is measured
using multi-GPU (one GPU per latent memory).

Backbone Decoder Recurrent Accuracy mIoU Latency [ms]
EV-SegNet [1] Xception UNet 88.6 51.8 -
ESS [44] E2Vid UNet ✓ 89.4 53.3 16.2

Baseline

ResNet-18 UPerNet 90.3 53.4 13.2
ResNet-50 UPerNet 90.4 54.1 19.0

ConNeXt-Tiny UPerNet 90.0 52.8 19.3
Swin-Tiny UPerNet 90.2 53.4 30.1

Baseline-GRU
ResNet-18 UPerNet ✓ 90.5 53.6 18.2

ConNeXt-Tiny UPerNet ✓ 90.8 54.0 21.8
Swin-Tiny UPerNet ✓ 90.7 54.0 25.7

HMNet (ours)

HMNet-B1 UPerNet ✓ 88.7 51.2 7.0
HMNet-L1 UPerNet ✓ 89.8 55.0 10.5
HMNet-B3 UPerNet ✓ 89.5 53.9 9.7 (8.0)
HMNet-L3 UPerNet ✓ 90.9 57.1 13.9 (11.9)

further training using a longer sequence. In this additional
training, we trained HMNet and the recurrent baselines for
4.5k iterations using Truncated Backpropagation Through
Time [46], with a sequence length of 8.1sec/5.0sec, respec-
tively.

D. Setups for depth estimation

Dataset. Following Gehrig et al. [12], we pretrained our
models on the synthetic Eventscape dataset [12]. We then
fine-tuned and evaluated the models on real MVSEC dataset
[52]. Eventscape dataset consists of synthetic street-scene
data generated by CARLA simulator [7]. The dataset in-

Table 8. Numerical values of the results in Fig.6 of the main paper
(GEN1 dataset). The latency in brackets is measured using multi-
GPU (one GPU per latent memory).

Backbone Head Recurrent mAP Latency [ms]
MatrixLSTM [5] DarkNet53 YOLOv3 31.0 -
NGA [19] DarkNet53 YOLOv3 35.9† -
RED [35] ConvLSTM SSD ✓ 40.0 11.6
Asynet [30] Sparse-Conv YOLO ✓ 12.9 -
AEGNN [39] GNN YOLO ✓ 16.3 -
AED [26] DarkNet-21 YOLOX 45.4 13.1
ASTMNet [22] Rec-Conv SSD ✓ 46.7 35.6*

Baseline

CSPDarknet-53 YOLOX-Lite 45.3 16.3
ResNet-50 YOLOX-Lite 44.7 14.6

ConNeXt-Tiny YOLOX-Lite 40.2 12.5
Swin-Tiny YOLOX-Lite 39.7 22.4

Baseline-GRU

CSPDarknet-53 YOLOX-Lite ✓ 48.2 14.8
ResNet-50 YOLOX-Lite ✓ 46.6 23.3

ConNeXt-Tiny YOLOX-Lite ✓ 45.0 11.9
Swin-Tiny YOLOX-Lite ✓ 44.3 18.5

HMNet (ours)

HMNet-B1 YOLOX-Lite ✓ 45.5 4.6
HMNet-L1 YOLOX-Lite ✓ 47.0 5.6
HMNet-B3 YOLOX-Lite ✓ 45.2 7.0 (5.9)
HMNet-L3 YOLOX-Lite ✓ 47.1 7.9 (7.0)

* The latency value is borrowed from [22], where they used Titan Xp GPU.
† The result of NGA [19] is borrowed from [26].

cludes event data and RGB frames with a resolution of
512×256 pixels. The ground truth depth is generated by the
simulator at 25Hz, resulting in 122k, 22k, and 26k frames
for training, validation, and testing.

MVSEC dataset consists of event data and gray-scale im-
ages recorded by a DAVIS event camera with a resolution
of 346 × 260 pixels, mounted on a driving car. Since the
DAVIS camera is coaxial, events and gray-scale images are
aligned initially. The ground truth depth map is recorded
at 20Hz using a LiDAR sensor. The dataset includes sev-
eral sequences recorded during daytime and night-time.
We used outdoor day2 for training and outdoor day1 and
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Table 9. Pre-training results on Eventscape dataset.

Backbone Input δ1 ↑ δ2 ↑ δ3 ↑ REL↓ RMS↓ RMSlog↓ Latency [ms]
E2Depth ConvLSTM event 0.801 0.890 0.943 0.320 92.520 0.390 10.2
RAMNet ConvGRU event+RGB 0.787 0.888 0.944 0.200 76.124 0.368 12.0

Baseline

ResNet-18 event 0.749 0.860 0.921 0.602 108.057 0.461 10.7
ResNet-18 event+RGB 0.774 0.883 0.935 0.251 78.049 0.375 10.3
ResNet-50 event 0.751 0.858 0.920 0.667 110.409 0.471 18.0
ResNet-50 event+RGB 0.781 0.887 0.940 0.246 78.683 0.366 18.2

Baseline-GRU ResNet-18 event 0.720 0.815 0.876 0.991 130.329 0.580 9.4
ResNet-18 event+RGB 0.763 0.868 0.926 0.272 79.011 0.387 9.5

HMNet (ours)

HMNet-B1 event 0.729 0.827 0.894 0.686 120.928 0.535 3.3
HMNet-L1 event 0.754 0.849 0.912 0.586 112.490 0.483 4.3
HMNet-B3 event 0.770 0.871 0.929 0.623 109.451 0.450 5.8 (4.9)
HMNet-B3 event+RGB 0.772 0.874 0.934 0.488 90.304 0.400 6.6 (4.9)
HMNet-L3 event 0.484 0.714 0.858 0.755 104.193 0.571 7.5 (6.5)
HMNet-L3 event+RGB 0.787 0.883 0.939 0.484 91.547 0.392 7.8 (6.5)

outdoor night1 for evaluation. The gray-scale images are
recorded at 45Hz for the daytime sequence and 10Hz for
the night-time sequence.
Task head. We built the task head of the baselines based on
the decoder architecture of UNet [37]. Specifically, the task
head applies six residual blocks on the output feature from
the backbone’s stage4. The task head then applies three bi-
linear upsampling layers, each followed by a concatenation
of the skipped features from each stage and two residual
blocks. Finally, the task head applies a conv3 × 3 with a
BatchNorm and a ReLU, conv1 × 1, and a sigmoid func-
tion. The task head for HMNet has similar architecture to
the baseline, but the FPN architecture replaces the UNet-
like decoder part. Similar to other tasks, we added bottom-
up feature fusion to the FPN.
Training. Following the previous works [12,18], we trained
the model to predict normalized log depth d̂:

d̂ =
1

α
log

d

dmax
+ 1 (21)

where d is a metric depth, dmax is a maximum depth in a
dataset, and α is a constant determined by a ratio between a
maximum depth dmax and a minimum depth dmin.

α = log
dmax

dmin
(22)

Table 6 shows the specific value of the constants dmax and α
for each dataset.

We trained our models with the same loss function as
the previous work [12]. Specifically, we used the scale-
invariant loss [8] and the multi-scale scale-invariant gradi-
ent matching loss [24] for our loss function. We set a weight
for the gradient matching loss as 0.25.

E. Details of hyperparameter tuning
Table 5 shows the search space and the result of the hy-

perparameter tuning on GEN1 dataset. The automatic tun-

ing is conducted using Hyperopt [4] with 36 iterations. Hy-
peropt finds a similar configuration with manual tuning.

F. Detailed results
Tabels 7 and 8 report the numerical values of the re-

sults shown in Fig.5 and Fig.6 in the main paper. Fig-
ures 10, 11, 12, 13, and 14 show the additional qualitative
samples.

Table 9 shows the pre-training results on the synthetic
Eventscape dataset. While HMNet and baselines per-
form better than previous methods on real MVSEC dataset
(shown in the main paper), they perform worse in the pre-
training phase. One reason is that we apply bilinear up-
sampling on the model prediction instead of the convolu-
tional upsampling used in the previous works. We find
that the convolutional upsampling impairs the performance
on the real MVSEC dataset while it improves accuracy on
the Eventscape dataset. Another reason might be the low
temporal resolution of synthetic event data. The synthetic
data has the temporal resolution of millisecond order since
the data is generated based on 500Hz image frames, which
might be insufficient for HMNet that works at a high oper-
ation rate (i.e. 200Hz), leading to poor performance.
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Events Image GT GRU-ConvNeXt-Tiny HMNet-L1 (ours) HMNet-L3 (ours)

Figure 10. Qualitative results on DSEC-Semantic dataset.

GT ResNet-50 GRU-ResNet-50 GRU-CSPDarknet-53 HMNet-L1 (ours) HMNet-L3 (ours)

Figure 11. Qualitative results on GEN1 dataset. HMNet-L1 performs better than HMNet-L3 in some cases (4-th row)
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Events Image GT RAMNet HMNet-L1 (ours) HMNet-L3 (ours)

Figure 12. Qualitative results on outdoor day1 sequence in MVSEC dataset.

Events Image GT RAMNet HMNet-L1 (ours) HMNet-L3 (ours)

Figure 13. Qualitative results on outdoor night1 sequence in MVSEC dataset.
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Figure 14. Qualitative results of event-image fusion on DSEC-Semantic dataset.
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