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Abstract

Sign language recognition (SLR) is a weakly supervised
task that annotates sign videos as textual glosses. Recent
studies show that insufficient training caused by the lack
of large-scale available sign datasets becomes the main
bottleneck for SLR. Most SLR works thereby adopt pre-
trained visual modules and develop two mainstream solu-
tions. The multi-stream architectures extend multi-cue vi-
sual features, yielding the current SOTA performances but
requiring complex designs and might introduce potential
noise. Alternatively, the advanced single-cue SLR frame-
works using explicit cross-modal alignment between vi-
sual and textual modalities are simple and effective, po-
tentially competitive with the multi-cue framework. In
this work, we propose a novel contrastive visual-textual
transformation for SLR, CVT-SLR, to fully explore the pre-
trained knowledge of both the visual and language modali-
ties. Based on the single-cue cross-modal alignment frame-
work, we propose a variational autoencoder (VAE) for pre-
trained contextual knowledge while introducing the com-
plete pretrained language module. The VAE implicitly
aligns visual and textual modalities while benefiting from
pretrained contextual knowledge as the traditional contex-
tual module. Meanwhile, a contrastive cross-modal align-
ment algorithm is designed to explicitly enhance the consis-
tency constraints. Extensive experiments on public datasets
(PHOENIX-2014 and PHOENIX-2014T) demonstrate that
our proposed CVT-SLR consistently outperforms existing
single-cue methods and even outperforms SOTA multi-cue
methods. The source codes and models are available at
https://github.com/binbinjiang/CVT-SLR.

*Corresponding author.

1. Introduction

As a special visual natural language, sign language is
the primary communication medium of the deaf community
[19]. With the progress of deep learning [1, 17,25,39,42],
sign language recognition (SLR) has emerged as a multi-
modal task that aims to annotate sign videos into textual
sign glosses. However, a significant dilemma of SLR is
the lack of publicly available sign language datasets. For
example, the most commonly-used PHOENIX-2014 [23]
and PHOENIX-2014T [2] datasets only include about 10K
pairs of sign videos and gloss annotations, which are far
from training a robust SLR system with full supervision as
typical vision-language cross-modal tasks [34]. Therefore,
data limitation that may easily lead to insufficient training
or overfitting problems is the main bottleneck of SLR tasks.

The development of weakly supervised SLR has wit-
nessed most of the improvement efforts focus on the visual
module (e.g., CNN) [9, 10, 15,29,32,33]. Transferring pre-
trained visual networks from general domains of human ac-
tions becomes a consensus to alleviate the low-resource lim-
itation. The mainstream multi-stream SLR framework ex-
tends the pretrained visual module with multi-cue visual in-
formation [3,22,24,43,48,50], including global features and
regional features such as hands and faces in independent
streams. The theoretical support for this approach comes
from sign language linguistics, where sign language utilizes
multiple complementary channels (e.g., hand shapes, fa-
cial expressions) to convey information [3]. The multi-cue
mechanism essentially exploits hard attention to key infor-
mation, yielding the current SOTA performances. However,
the multi-cue framework is complex (e.g., cropping multi-
ple regions, requiring more parameters), and the fusion of
multiple streams might introduce additional potential noise.

Another mainstream advanced solution is the single-cue
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Figure 1. (a) An advanced single-cue SLR framework with explicit cross-modal alignment; (b) Our proposed single-cue SLR framework
with explicit cross-modal alignment and implicit autoencoder alignment. Both frameworks use pretrained visual features. But our frame-
work uses the autoencoder module to replace the mainstream contextual module, which not only includes the functions of the contextual
module but also can introduce complete pretrained language knowledge and implicit cross-modal alignment. To maximize the preservation
of the complete pretrained language parameters and migrated visual features, a video-gloss adapter is introduced.

cross-modal alignment framework [15, 28], which consists
of a pretrained visual module followed by a contextual mod-
ule (e.g., RNN, LSTM, Transformer) and a Connectionist
Temporal Classification (CTC) [14] based alignment mod-
ule for gloss generation, as shown in Figure 1 (a). Explicit
cross-modal alignment constraints further improve feature
interactions [15,28,38], which could be treated as a kind of
consistency between two different modalities [50] facilitat-
ing the visual module learn long-term temporal information
from contextual module [13,37]. The cross-modal align-
ment framework is simple and effective, potentially compet-
itive with the multi-cue framework. Despite the advanced
performance of complex multi-cue architectures with pre-
trained visual modules, the cross-modal consistency is a
more elegant design for practical usage. It also implies the
potential of prior contextual linguistic knowledge, which
has been overlooked by existing SLR works.

In this work, we propose a novel contrastive visual-
textual transformation framework for SLR, called CVT-
SLR, to fully explore the pretrained knowledge of both the
visual and language modalities, as shown in Figure 1 (b).
Based on the single-cue cross-modal alignment framework,
CVT-SLR keeps the pretrained visual module but replaces
the traditional contextual module with a variational autoen-
coder (VAE). Since a full encoder-decoder architecture is
used, the VAE is responsible for learning pretrained contex-
tual knowledge based on a pseudo-translation task while in-
troducing the complete pretrained language module. In ad-
dition, the VAE maintains the consistency of input and out-
put modalities due to the form of an autoencoder, playing an
implicit cross-modal alignment role. Furthermore, inspired
by contrastive learning [4—0, 34], we introduce a contrastive

alignment algorithm that focuses on both positive and neg-
ative samples to enhance explicit cross-modal consistency
constraints. Extensive quantitative experiments conducted
on the public datasets PHOENIX-2014 and PHOENIX-
2014T demonstrate the advance of the proposed CVT-SLR
framework. Through ablation study and qualitative anal-
ysis, we also verify the effectiveness of introducing pre-
trained language knowledge and the new consistency con-
straint mechanism.

Our main contributions are as follows:

e A novel visual-textual transformation-based SLR
framework is proposed, which introduces fully pre-
trained language knowledge for the first time and pro-
vides new approaches for other cross-modal tasks.

* New alignment methods are proposed for cross-modal
consistency constraints: a) exploiting the special prop-
erties of the autoencoder to implicitly align visual
and textual modalities; b) introducing an explicit con-
trastive cross-modal alignment method.

* The proposed single-cue SLR framework not only out-
performs existing single-cue baselines by a large mar-
gin but even surpasses SOTA multi-cue baselines.

2. Related Work

SLR tasks are generally divided into three categories
[19]: finger-spelling recognition [18,30,31], isolated word
recognition [26, 40, 41, 49] and continuous sign sentence
recognition [8, 11, 12,29, 33]. In the early days, SLR
works mainly focused on lexical-level tasks, such as finger-
spelling recognition and isolated word recognition. Nowa-
days, the more practical continuous sign sentence recogni-



tion task has become mainstream sign language research. In
this work, the mentioned SLRs refer specifically to contin-
uous sign sentence recognition.

The recent SLR works [8, 11, 15, 29] are summarized
based on these three aspects: feature extraction, recogni-
tion, and alignment. Mostly, the components of feature ex-
traction are composed of the visual module and the con-
textual module. The visual module encodes short-term spa-
tial information, while the contextual module encodes long-
term context information. Based on the extracted features,
the classifiers can get a posterior probability for recognition.
And the alignment module is required to find the proper
alignment between clips and glosses to ensure an accurate
training procedure.

A few studies extend the common SLR framework by
incorporating multi-cue information [22,24,43,44,48]. The
multi-cue features mainly include information from hand
shapes, facial expressions, mouths, and poses. The cur-
rent SOTA SLR works are based on multi-cue mechanisms,
such as C*SLR [50]. Recently, some works show that ex-
plicitly enforcing the consistency between the visual and
textual modules can also get comparable performance, al-
though only single-cue features are considered. For exam-
ple, VAC [28] treats the visual and textual modules as the
student and teacher, respectively, and achieves knowledge
distillation to align the visual and the textual modalities.
Similarly, SMKD [15] achieves knowledge transfer by fur-
ther sharing classifiers between different modalities. Note
that SMKD is the current SOTA single-cue method.

It is worth mentioning that neural sign language transla-
tion [2,3,7,46] is another popular sign language task. As a
distinction, the neural sign language translation task aims to
convert sign videos into equivalent spoken language trans-
lations, further focusing on semantic relationships and ad-
justing word order [2], while the SLR task only annotates
sign videos into gloss sequences in the frame order.

3. Methods

As shown in Figure 2, our training pipeline is roughly di-
vided into two steps. Step 1 is to pretrain a VAE network as
the textual module. And step 2 is to transfer the off-the-shelf
visual module (usually a publicly available CNN trained on
Kinetics/ImageNet) and the pretrained textual module from
step 1 into the CVT-SLR framework. A video-gloss adapter
is used to bridge these two pretrained modules.

3.1. Textual Model Pretraining

Our VAE model is an asymmetric encoder-decoder ar-
chitecture, where the encoder consists of self-attention lay-
ers, and the decoder consists of Bi-LSTM layers, as shown
in the top part of Figure 2. To pretrain the VAE for our pro-
posed SLR framework solely based on the gloss data from
the PHOENIX-14 training set (excluding the development

set and testing set), we construct a pseudo-translation task,
Gloss2Gloss, which enables the VAE to learn the contextual
semantic knowledge. Formally, it is assumed that the input
gloss of the encoder is denoted as (G, and the generative
gloss of the decoder is denoted as G*.

Posterior Self-attention Encoder. We employ the neu-
ral approximation, and reparameterization [21, 35] tech-
niques to approximate the posterior self-attention en-
coder for generating the posterior distribution ¢4(z|G),
where ¢ denotes the variational parameters of the en-
coder. The g4(z|G) is a diagonal Gaussian distribution
N (u,diag(c?)), and two single-layer MLPs are used to pa-
rameterize the mean 1 and the variance o2, respectively, as:

2=pu+00e, (D

where € is a standard Gaussian noise, and ©® denotes an
element-wise product.

Generative Bi-LSTM Decoder. Given the continuous
latent variable z, then the translation target G* is generated
from z as:

po(G*,2) = pa(G*|2)po(2), )
where 6 denotes the parameters of the generative Bi-LSTM
decoder, and pg(G*|z) is the conditional distribution that
models the generation procedure estimated via the decoder.

Variational Optimization. Both the generative model
po(G*, z) and the posterior inference model ¢,(z|G) are
incorporated tightly in an end-to-end manner, and we can
apply a standard back-propagation to optimize the gradient
of the variational lower bound:

Lyvae (0, ¢; G) = —KL(g4(2|G)l|pa(2))
+Eq¢ (z]G) [Ingg (G* ‘Z)] < 1ng9 (G* ) )
where KL denotes the Kullback-Leibler divergence and the

prior pp(z) denotes a standard Gaussian distribution. Prac-
tically, the first KL term of Eq. (3) can be written as:

3)

1
Lk, = fg(logcrz —o? =+ 1). 4)

Since our main target is a Gloss2Gloss translation task,
we employ a cross-entropy loss to maximize the generative
gloss probability as the second term of Eq. (3):

Lyioss2g10ss = CrossEntropy (G, G™). 5)

Therefore, the overall optimization objective of textual
model pretraining is a joint loss of Lk and Lgioss2gloss as:

EVAE = »CKL + £g10552g1055~ (6)
3.2. Training CVT-SLR Framework
3.2.1 Training Pipeline

In the CVT-SLR framework, we sequentially concatenate
the pretrained visual CNN module and the pretrained tex-
tual VAE module through a video-gloss adapter, as shown
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Figure 2. Overview of proposed CVT-SLR framework. Our training pipeline is divided into two steps. Step 1: Pretrain the VAE module
with the self-supervised gloss-to-gloss pseudo-translation task. Step 2: Train the CVT-SLR based on the VAE model from Step 1.

in Figure 2. The pretrained ResNet18 model [17] is se-
lected as the frame-wise feature extractor, which is trained
on large-scale human action datasets. For the VAE mod-
ule, although Gaussian noise is introduced in the reparam-
eterization process in step 1, we do not add any noise after
migrating the VAE to the SLR framework in step 2. In this
way, the reparameterization module of the VAE degenerates
into two common linear layers, i.e., € is removed in Eq. (1).

Formally, given a sign video with 7' RGB frames F =
{FYE | € RTXHXWX3 the visual module, which is com-
posed of a stack of 2D-CNN layers and a global average
pooling layer, first extracts spatial features v = {v;}7_; €
RT*d Then the textual module further extracts temporal
features s = {s;}7_; € RT*? _ Finally, the alignment mod-
ule utilizes CTC to compute the conditional probability of
the gloss label sequence p(G|F) based on temporal features
s, where G = {G,;}, is a generated sign gloss sequence
with IV glosses. A shared classifier is used between the vi-
sual module and the textual module to generate spatial and
temporal probability, respectively. And the proposed con-
trastive cross-modal alignment algorithm further enhances
the consistency across different modalities.

3.2.2 Video-Gloss Adapter

To maximize the preservation of both pretrained visual and
textual knowledge, we use a video-gloss adapter to connect
spatial-temporal features, as shown in Figure 2. The video-
gloss adapter is simply implemented as a fully-connected
MLP with two hidden layers. We take the CNN output prob-
abilities as the input of the adapter where the final fully con-
nected layer is initialized using the weights of the pretrained
word embedding from the pretrained VAE [7].

Since both the input and output are in the same textual

form during the textual model pretraining in step 1, the
VAE plays an implicit cross-modal alignment role after be-
ing transferred to the CVT-SLR framework in step 2, which
is close to the effect of consistency. Therefore, the video-
gloss adapter is essentially a mediator for activating the con-
sistency between the spatial and temporal modalities.

3.2.3 CTC Alignment

Due to the spatial-temporal nature of sign videos, glosses
have a one-to-many mapping to video frames but share the
same ordering. Unlike spoken language texts, the contin-
uous gloss annotations are chronologically consistent with
the sign videos. Concretely, for an input sign video F and
the corresponding generated gloss sequence G, we use CTC
to compute p(G|F) by marginalizing over all possible F to
G alignments:

p(GIF) = p(alF), (7)
TEB

where 7 denotes a path and B is the set of all viable paths
corresponding to G. The probability p(r|F) is computed by
the textual module. The CTC loss is then formulated as:

Leoe = —10g p(g*|]:)7 ®

where G* is the ground truth gloss sequence.

3.2.4 Contrastive Alignment

Aligning both visual and textual modalities help improve
SLR [28]. To enforce alignment constraints across modal-
ities, we propose a contrastive alignment loss. In addition,
shared classifiers are also used as an improvement technique
between visual and textual features [15].



Groups Models Dev (%) Test (%) Cues
DEL/INS WER DEL/INS WER
SubUNet [9] 14.6/4.0 40.8 14.3/4.0 40.7  video
Staged-Opt [9] 13.7/7.3 39.4 12.2/7.5 38.7  video
Align-iOpt [33] 12.6/2.6 37.1 13.0/2.5 36.7  video
DPD+TEM [47] 9.5/3.2 35.6 9.3/3.1 34.5 video
Re-Sign [24] - 27.1 - 26.8  video
SFL [29] 7.9/6.5 26.2 7.5/6.3 26.8  video
Group1 DNF[I1] 7.8/3.5 23.8 7.8/3.4 24.4  video
FCN [8] - 23.7 - 23.9  video
VAC [28] 7.9/2.5 21.2 8.4/2.6 22.3  video
CMA [32] 7.3/2.7 21.3 7.312.4 21.9  video
SFL [29] 10.3/4.1 24.9 10.4/3.6 25.3  video
VL-SLT [7] - 21.9 - 22.5  video
SMKD [15] 6.8/2.5 20.8 6.3/2.3 21.0  video
DNF [11] 7.3/3.3 23.1 6.7/3.3 22.9  video+optical flow
Group 2 STMC [48] 7.7/3.4 21.1 7.4/2.6 20.7  video+hand+face+pose
C2SLR [50] - 20.5 - 20.4  video+keypoints
Ours; (w/o VAE+Contra) 7.1/3.0 21.1 7.3/12.9 21.4  video
Group 3 Oursy (w/ VAE) 6.5/2.4 20.2 6.3/2.2 20.3  video
Oursz (w/ Contra) 6.7/2.7 20.4 6.4/2.5 20.7  video
Ours, (w/ VAE+Contra) 6.4/2.6 19.8 6.1/2.3 20.1 video

Table 1. Performance comparison (%) on PHOENIX-14 dataset. DEL/INS: deletion error and insertion error. The best results and SOTA
baseline for each group are marked as bold and underlined.

In previous SLR works, cross-modal alignment only fo-
cuses on positive samples [15,48]. Inspired by contrastive
learning [5, 16, 45], we construct both positive and nega-
tive samples in the same mini-batch and implement a con-
trastive cross-modal alignment method to ensure that sim-
ilar features are closer while different features are farther
apart. Given that the normalized spatial features from CNN
as Siogits € REXTxd and the normalized temporal features
from VAE as Viggits € RBXTxd where B denotes the num-
ber of samples. Then we compute pair matrices firstly as:

is a positive label. Therefore, the corresponding labels of
P are Labels = {0,1,--- ,4,--- , B}, then the contrastive
alignment loss related to S2Vp, as:

Liigng = CrossEntropy(Softmax(S2Vpair), Labels). (11)
Similarly, the V2S,,;; temporal-to-spatial alignment loss as:
Laiign,, = CrossEntropy (Softmax(V2S,,;;), Labels). (12)

Therefore, the complete contrastive alignment loss as:

1
SQVpail’ = Slogits X Vlfgits? ) Acalign = g(ﬁaligns + ‘Calignv)- (13)
V2Spir = Viogits X Siogits: (10) Overall, the objective of CVT-SLR is jointly optimized

Taking S2Vyur € R BXB pair matrix (denoted as P) as CTC loss L and contrastive alignment loss Lyjig, as:

an example, P[i, j](0 < 4,5 < B) represents the similarity
value between the visual feature of the i-th batch and the
textual feature of j-th batch. The visual and textual features

Levrsir = Lete + Lalign- (14)

from the same input instances are positive samples, and the
features from other different input instances are negative
samples. Hence, in the matrix P, the diagonal similarity
values are from positive sample pairs, and the rest values are
from negative sample pairs. To make the loss computation
differentiable and easy, we convert the computation of posi-
tive and negative pairs into a binary classification task [34].
The value 7 corresponding to the i-th row in the matrix P

4. Experiments
4.1. Settings

Datasets. We use PHOENIX-2014 [23] and PHOENIX-
2014T [2] as datasets, where RGB videos and their corre-
sponding annotations are provided. PHOENIX-2014 is a
German SLR dataset about weather forecasts with a vocab-
ulary size of 1,081, which is divided into three parts: 5,672



WER

Groups Models Cues
Dev(%) Test(%)
SFL [29] 25.1 26.1 video
Group 1 CNN+LSTM+HMM [22] 24.5 26.5 video
SLT [3] 24.9 24.6 video
FCN [8] 23.3 25.1 video
SMKD [15] 20.8 224 video
CNN+LSTM+HMM [22] 24.5 254 video+mouth
CNN+LSTM+HMM [22] 22.1 24.1 video+mouth+hand
Group 2 SLT [3] 24.6 24.5 video+text
STMC [48] 19.6 21.0 video+hand+face+pose
C2SLR [50] 20.2 20.4  video+keypoints
Ours; (W/o VAE+Contra) 21.8 22.0 video
Group 3 Oursy, (W/ VAE) 20.1 20.4 video
Oursz (w/ Contra) 21.0 21.5 video
Ours, (w/ VAE+Contra) 194 20.3 video

Table 2. Performance comparison (%) on PHOENIX14T dataset. The best results and SOTA baseline for each group are marked as bold

and underlined, respectively.

instances for training, 540 for validation, and 629 for test-
ing, respectively. And PHOENIX-2014T is an extension of
PHOENIX-2014 with a vocabulary size of 1,085, which is
also divided into three parts: 7,096 instances for training,
519 for validation, and 642 for testing, respectively.
Evaluation Metric. Word error rate (WER) is the most
widely-used metric to evaluate the SLR performance, which
measures the number of necessary insertions, substitutions,
and deletions in the recognized sentences when compared to
the reference sentences. WER is an edit distance, indicat-
ing the least number of operations of substitutions (#sub),
insertions (#ins), and deletions (#del) to transform the pre-
dicted sentences into the reference sequences (#reference):

#del + #ins + #sub
#reference '
Implementation Details. The videos are resized to
256 x 256 and then cropped to 224 x 224. During SLR
training, we use random crop and horizontal flips (50%) for
data augmentation. During SLR testing, we only adopt cen-
ter cropping. Beam Search is used for gloss generation. Our
visual module has the same configuration as [15]. The VAE
module contains two multi-head self-attention layers with 4
heads and two Bi-LSTM layers with 2 x 512 dimensional
hidden states sequentially. Adam [20] optimizer is used to
pretrain our VAE network with a batch size of 16, an initial
learning rate of le-4. And AdamW [27] optimizer is used to
train our SLR framework with a batch size of 8, a learning
rate of le-4, and a weight decay of le-4. And 1 NVIDIA
A100 80GB GPU is used.

4.2. Main Results

WER =

15)

Table 1 and Table 2 show our comparisons with
two-group different baselines, where Group 1 includes

single-cue baselines and Group 2 includes multi-cue base-
lines. Ours,,ymper denote our trained CVT-SLR framework,
which have only two variables, “VAE” and “Contra”. Note
that “w/o (w/) VAE” denotes the VAE module in CVT-
SLR framework without (with) transferred pretrained pa-
rameters, and “w/o (w/) Contra” denotes training CVT-SLR
framework without (with) contrastive alignment loss.

Evaluation on PHOENIX-14. Table 1 shows our meth-
ods compared to other methods on PHOENIX-14. The op-
timal WER scores of our single-cue CVT-SLR (Oursy4) on
the development set and testing set are 19.8% and 20.1%,
respectively. And Ours, achieves the best performance
among video-based only/single-cue methods in Group 1
(Oursy vs. SMKD). Furthermore, while no extra cues
are used, our CVT-SLR achieves the best result among the
models trained with extra cues (i.e., multi-cue methods) in
Group 2 (Oursy vs. C?SLR).

From within-group comparisons in Group 3, we find that
the case, Oursy, which neither migrates the pretrained VAE
parameters nor uses the contrastive alignment constraint,
performs the worst. Nevertheless, relative to other groups,
it still performs well. Based on Ours;, by only configuring
the pretrained VAE parameters (Oursy) or the contrastive
alignment constraints (Ourss), the CVT-SLR framework
can also gain gains, and the pretrained VAE brings more
obvious gains (+0.9%/+1.1% vs. +0.7%/+0.7%). Overall,
Group 3 demonstrates that both the prior language knowl-
edge from the pretrained textual module and the contrastive
constraints through cross-modal alignment play important
enhancement roles for our SLR framework.

Evaluation on PHOENIX-14T. In Table 2, we evaluate
the CVT-SLR on PHOENIX-14T. We can see that our opti-
mal model (Ours,) in this dataset also achieves the best per-



WER

# Pre-Visual Pre-Textual

Dev(%) Test(%)
1 X X 89.2 88.5
2 X v 30.8 31.4
3 v X 20.4 20.7
4 v v 19.8 20.1

Table 3. Ablation study of pretrained modules on PHOENIX-14
(Pre-Visual: pretrained visual module, Pre-Language: pretrained
textual module). The best results are bolded.

# CTC Weight Align Weight WER
Dev(%) Test(%)

1 1.0 0 20.2 20.3

2 1.0 1.0 20.0 20.2

3 1.0 10.0 19.8 20.1

4 1.0 100.0 20.1 20.6

5 1.0 1000.0 20.5 20.9

Table 4. Ablation study of varied weights of the CTC loss and the
alignment loss on PHOENIX-14. The best results are bolded.

formance (development set: 19.4% and testing set: 20.3%)
with video-based only/single-cue information compared to
Group 1 (Oursy vs. SMKD). It is worth mentioning that
the SOTA single-cue method (SMKD) fails to surpass the
multi-cue baselines in their work on PHOENIX-14T. And
our CVT-SLR makes up for their shortcomings while out-
performing the SOTA multi-cue baselines in Group 2 on this
dataset (Oursy vs. CQSLR).

Compared within Group 3 on the PHOENIX-14T, the
observed conclusions are more or less the same as on the
PHOENIX-14, i.e., both the pretrained textual module and
the proposed contrastive alignment constraint have a ben-
eficial effect on our CVT-SLR framework. But the pre-
trained textual module gain on PHOENIX-14T is more
significant than that on PHOENIX-14 (+1.7%/+1.6% vs.
+0.9%/+1.1%), indicating that prior language knowledge is
more beneficial for this dataset.

4.3. Ablation Study

We study the effectiveness of the proposed pretrained
modules and alignment loss weights in our framework.

4.3.1 Pretrained Modules

To illustrate the importance of the pretrained modules in
our CVT-SLR framework, we conduct the ablation studies
of both the pretrained visual module (CNN module) and the
pretrained textual module (VAE module) on PHOENIX-14,
as verified in Table 3.

Overall, both pretrained modules are useful. Comparing
#1 and #3, we find that pretrained visual features account
for a larger determinant of performance, which is consistent
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Figure 3. The training loss curves corresponding to the ablation
study of pretrained modules in Table 3.

with our reason for retaining the pretrained visual knowl-
edge. Surprisingly, comparing #1 and #2, we find that with-
out pretrained parameters of the visual module, i.e., using
only the pretrained textual module, our CVT-SLR perfor-
mance is also greatly improved. Notably, this is a new ob-
servation that has not been explored in previous SLR works
extensively. These comparisons demonstrate that the pre-
trained VAE module has learned sufficient language knowl-
edge to improve the SLR task. Comparing #3 with #4 fur-
ther confirms this point.

To verify the effectiveness of the pretrained modules for
the training convergence speed, training loss curves corre-
sponding to Table 3 are shown in Figure 3. Specifically,
comparing #1 and #2 (or #3 and #4), configuring a pre-
trained textual module can promote faster convergence and
reach a stable state earlier. Similarly, comparing #1 and #3
(or #2 and #4), a pretrained visual module can accelerate
convergence speed compared to the pretrained textual mod-
ule. As can be seen from the loss curves, the degrees of
convergence are positively correlated with the final evalua-
tion performances of WER scores.

4.3.2 Alignment Loss Weights

Training CVT-SLR to recognize glosses is optimized jointly
by CTC loss and contrastive alignment loss. To explore the
effect of loss weights, we conduct an ablation study of var-
ied weights of the CTC loss and the proposed contrastive
alignment loss, as shown in Table 4. For simplicity, we set
the weights of CTC loss to a fixed value of 1.0. In Table
4, #1, without contrastive alignment loss (weight=0), per-
forms worse than the models with contrastive alignment in
an optimal configuration (#2, #3), which also illustrates the
gain effect of the proposed contrastive alignment. As shown
in #2-#5 in Table 4, we keep increasing the weight of the
alignment loss from 1.0 to 1000.0. As the weight of the con-
trastive loss increases, the performance starts to rise, reach-
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Example 1:
Infer: __ON__ FREITAG REGEN WECHSELHAFT loc-NORDWEST
KOENNEN GEWITTER __OFF__
Ref: __ON__ FREITAG REGEN WECHSELHAFT NORDWEST
KOENNEN GEWITTER __OFF_

Example 2:
Infer: DONNERSTAG cl-KOMMEN REGEN KOENNEN GLATT
Ref: DONNERSTAG KOMMEN REGEN KOENNEN GLATT

Example 3:
Infer: AUCH BISSCHEN SONNE MORGEN MEISTENS REGEN TAG
ANDERE cl-KOMMEN
Ref: AUCH BISSCHEN SONNE MORGEN MEISTENS REGEN TAG
IM-VERLAUF KOMMEN

Example 4:
Infer: __ON__ HEUTE NACHT _EMOTION__ NOCH STURM
MITTE SUEDRAUM DAZU SCHNEE REGEN
Ref: __ON__ HEUTE NACHT NOCH STURM MITTE SUED DAZU
SCHNEE REGEN

Figure 4. Four examples with cross-modal alignment matrices (left), saliency maps (middle), and generated glosses (right) on the
PHOENIX-14 test set. Cross-modal alignment matrices show the alignment between visual and textual features, while saliency maps

show the highest activation regions focused on gestures.

ing a peak when the weight value is 10.0. As the weight in-
creases and the value is greater than 10.0, the performance
starts to decline instead. This ablation study indicates the
important role of the proposed contrastive alignment. By
balancing the weights between CTC loss and contrastive
alignment loss, the model can achieve optimal performance.

4.4. Qualitative Analysis

We randomly select four examples from the test set of
PHOENIX-14 for qualitative analysis. Each example dis-
plays an alignment matrix, a series of saliency maps, and
generated glosses in Figure 4. An alignment matrix shows
alignment relationships between visual and textual features,
while a saliency map shows the highest activations.

Visualization on Cross-modal Alignment Matrices.
From these four alignment matrices in Figure 4, we can see
that the reference and inferred glosses are almost the same
with quite low WER scores, and the performances are rela-
tively perfect. Hence, the highlighted areas of the alignment
matrices are concentrated near the diagonal, which means
that our contrastive alignment algorithm plays a crucial role
in aligning visual and textual features.

Visualization on Saliency Maps. We visualize the key
parts of the sign video frames in focus by using Grad-
CAM [36] as shown in Figure 4. The results show that, for
well-performing inferences, significant spatial features are
mainly focused on the face and hand regions in the saliency
maps. This observation is consistent with the sign linguistic
knowledge [3, 19], where sign language conveys informa-
tion mainly relying on hand shapes and facial expressions.

5. Conclusion

In this work, we propose a novel contrastive visual-
textual transformation framework for SLR, called CVT-

SLR, which further alleviates insufficient training by fully
exploring the pretrained knowledge of both the visual and
language modalities. We introduce prior language knowl-
edge into the single-cue CVT-SLR for the first time via
a VAE-based pretrained textual module. Furthermore, we
propose new methods for cross-modal consistency con-
straints. One method takes advantage of the properties
of the autoencoder to implicitly align the visual and tex-
tual modalities. While another method introduces a con-
trastive cross-modal alignment for explicit consistency. To
prove the proposed CVT-SLR framework, extensive quan-
titative experiments and qualitative analysis are conducted,
showing that our single-cue CVT-SLR not only outperforms
single-cue baselines by a large margin but also surpasses
SOTA multi-cue methods.

Overall, we hope our CVT-SLR can inspire the SLR
community to mine pretrained modules from new aspects
and design a more efficient SLR framework for practical
usage. In future work, we plan to introduce a large-scale
pretrained language model to guide textual module learning
and further explore the potential of prior contextual linguis-
tic knowledge for SLR tasks.
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