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Abstract

This paper introduces Content-aware Token Sharing
(CTS), a token reduction approach that improves the com-
putational efficiency of semantic segmentation networks
that use Vision Transformers (ViTs). Existing works have
proposed token reduction approaches to improve the effi-
ciency of ViT-based image classification networks, but these
methods are not directly applicable to semantic segmenta-
tion, which we address in this work. We observe that, for
semantic segmentation, multiple image patches can share a
token if they contain the same semantic class, as they con-
tain redundant information. Our approach leverages this by
employing an efficient, class-agnostic policy network that
predicts if image patches contain the same semantic class,
and lets them share a token if they do. With experiments, we
explore the critical design choices of CTS and show its ef-
fectiveness on the ADE20K, Pascal Context and Cityscapes
datasets, various ViT backbones, and different segmentation
decoders. With Content-aware Token Sharing, we are able
to reduce the number of processed tokens by up to 44%,
without diminishing the segmentation quality.

1. Introduction

In recent years, many works have proposed replacing
Convolutional Neural Networks (CNNs) with Vision Trans-
formers (ViTs) [13] to solve various computer vision tasks,
such as image classification [1, 13, 22, 23], object detec-
tion [3, 23, 57] and semantic segmentation [6, 23, 28, 37,
48, 55]. ViTs1 apply multiple layers of multi-head self-
attention [41] to a set of tokens generated from fixed-size
image patches. ViT-based models now achieve state-of-the-
art results for various tasks, and it is found that ViTs are es-
pecially well-suited for pre-training on large datasets [1,16],
which in turn yields significant improvements on down-

*Both authors contributed equally.
1In this work we use the term ViTs for the complete family of vision

transformers that purely apply global self-attention.
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Figure 1. Content-aware token sharing (CTS). Standard ViT-
based segmentation networks turn fixed-size patches into tokens,
and process all of them. To improve efficiency, we propose to let
semantically similar patches share a token, and achieve consider-
able efficiency boosts without decreasing the segmentation quality.

stream tasks. However, the use of global self-attention,
which is key in achieving good results, means that the com-
putational complexity of the model is quadratic with respect
to the input tokens. As a result, these models become par-
ticularly inefficient for dense tasks like semantic segmenta-
tion, which are typically applied to larger images than for
image classification.

Recent works address these efficiency concerns in two
different ways. Some works propose new ViT-based archi-
tectures to improve efficiency, which either make a combi-
nation of global and local attention [23, 49] or introduce a
pyramid-like structure inspired by CNNs [14,23,44]. Alter-
natively, to reduce the burden of the quadratic complexity,
some works aim to reduce number of tokens that are pro-
cessed by the network, by either discarding [29, 39, 50] or
merging [2, 21, 30] the least relevant tokens. These works,
which all address the image classification task, find that a
similar accuracy can be achieved when taking into account
only a subset of all tokens, thereby improving efficiency.
However, these methods, which are discussed further in
Section 2, are not directly applicable to semantic segmenta-
tion. First, we cannot simply discard certain tokens, as each

ar
X

iv
:2

30
6.

02
09

5v
1 

 [
cs

.C
V

] 
 3

 J
un

 2
02

3



token represents an image region for which the semantic
segmentation task requires predictions. Second, existing to-
ken merging approaches allow any combination of tokens
to be merged, through multiple stages of the network. As
a result, ‘unmerging’ and spatial reorganization of tokens,
which is necessary because semantic segmentation requires
a prediction for each original token, is non-trivial.

In this work, we present a much simpler, yet highly ef-
fective and generally applicable token reduction approach
for ViT-based semantic segmentation networks. The goal of
this approach is to improve the efficiency without decreas-
ing the segmentation quality. Token reduction methods for
image classification already found that merging redundant
tokens only results in a limited accuracy drop [2, 21, 30].
For semantic segmentation, we observe that there are many
neighboring patches that contain the same semantic class,
and that the information contained by these patches is likely
redundant. Therefore, we hypothesize that neighboring
patches containing the same class can share a token with-
out negatively impacting the segmentation quality of a se-
mantic segmentation network. To leverage this, we propose
an approach that reduces tokens by (1) using a policy that
identifies which patches can share a token before any tokens
enter the ViT, and (2) grouping only rectangular neighbor-
ing regions, which allows for straightforward reassembling
of tokens at the output of the ViT backbone. The main chal-
lenge that we tackle is to find this policy without introduc-
ing a heavy computational burden.

We propose to tackle this policy challenge by turning
the problem into a simple binary classification task that
can be solved by a highly efficient CNN model, our pol-
icy network. Concretely, it predicts whether 2×2 neighbor-
ing patches contain the same class, and lets these patches
share a token if they do. Our complete approach, which
we call Content-aware Token Sharing (CTS), first applies
this policy network, then lets patches share tokens accord-
ing to the predicted policy, feeds the reduced set of tokens
through the ViT, and finally makes a semantic segmenta-
tion prediction using these tokens (see Section 3). CTS has
several advantages by design. First, it does not require any
modifications to the ViT architecture or its training strategy
for pre-training or fine-tuning. As a result, it is compati-
ble with all backbones that purely use global self-attention,
as well as any semantic segmentation decoder or advanced
pre-training strategy, e.g., BEiT [1]. Second, by reducing
the number of tokens before inputting them to the ViT, the
efficiency improvement is larger than when token reduction
is applied gradually in successive stages of the ViT, as done
in existing methods for image classification [2, 50]. Both
advantages are facilitated by our policy network, which
is trained separately from the ViT, and is so efficient that
it only introduces a marginal computational overhead for
large ViTs applied to high-resolution images.

With experiments detailed in Section 4, we show that our
CTS approach can reduce the total number of processed to-
kens by at least 30% without decreasing the segmentation
quality, for multiple datasets. We also show that this holds
for transformer backbones of many different sizes, initial-
ized with different pre-trained weights, and using various
segmentation decoders. For more detailed results, we refer
to Section 5. With this work, we aim to provide a foundation
for future research on efficient transformer architectures for
per-pixel prediction tasks. The code for this work is avail-
able through https://tue-mps.github.io/CTS.

To summarize, the contributions of this work are:
• A generally applicable token sharing framework that

lets semantically similar neighboring image patches
share a token, improving the efficiency of ViT-based
semantic segmentation networks without reducing the
segmentation quality.

• A content-aware token sharing policy network that ef-
ficiently classifies whether a set of neighboring patches
should share a token or not.

• A comprehensive set of experiments with which we
show the effectiveness of the proposed CTS ap-
proach on the ADE20K [56], Pascal Context [27], and
Cityscapes [10] datasets, for a wide range of different
ViTs and decoders.

2. Related work
Efficient vision transformers. Several works aim to

mitigate the effect of the quadratic complexity of vision
transformers, and make them more efficient. As mentioned
in the introduction, different strategies exist to improve the
efficiency of ViTs [14, 23, 44, 49], and our CTS falls in the
category of approaches that aim to reduce tokens. This can
be achieved by either discarding [29, 39, 50] or merging to-
kens [2, 21, 30, 33] at different stages of the network, and
the number of processed tokens per image frequently de-
pends on the complexity of the image. Each of these meth-
ods, which are strictly proposed for image classification,
makes the decision to discard or merge tokens in a different
way, e.g., based on the similarity of tokens in embedding
space [2], the attentiveness of tokens [21] or with learned
parameters [30]. To be even more adaptive, AdaViT [26]
and V-MoE [31] also introduce sparsity in the network ar-
chitecture, by allowing tokens or entire images to be pro-
cessed by a subset of the parameters, and DVT [45] varies
the processed patch size based on the confidence of the net-
work’s predictions. The findings of these works are similar:
it is possible to reduce a significant number of tokens with
little impact on the image classification accuracy, implying
that many tokens are redundant.

Semantic segmentation with vision transformers. Vi-
sion transformers are also commonly applied to semantic
segmentation, usually in one of two different ways. First,

https://tue-mps.github.io/CTS
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Figure 2. Dataset statistics. We show how many images have a
certain percentage of superpatches that contain a single semantic
class. We hypothesize that these superpatches can share a token.

there are works that propose custom transformer archi-
tectures that solve the entire task, for semantic segmen-
tation [43, 48, 55] but also for more complex tasks like
panoptic segmentation [18, 20, 42] and part-aware panop-
tic segmentation [11, 19]. Second, more commonly, works
propose improvements to either a transformer-based back-
bone [8, 12, 15, 23, 44] or task-specific decoder [6, 7, 28, 37,
53]. An advantage of a modular backbone–decoder archi-
tecture is that backbones can simply be replaced by ones
that are pre-trained on more data. This is important because
it has been shown that pre-training transformers on large –
sometimes even multimodal – datasets [1,5,16,23,36] leads
to significant improvements on downstream tasks such as
semantic segmentation. Being compatible with such ad-
vanced pre-training methods is therefore an important prop-
erty of our CTS.

Several of the proposed works also focus on improving
efficiency, usually by proposing architecture changes [23,
25, 43, 44, 52]. However, to the best of our knowledge, the
findings from the field of image classification that certain
tokens are redundant, have not been applied to semantic
segmentation. In this work, inspired by these findings, we
propose an approach that allows neighboring image patches
to share a token when they have similar content, to improve
the efficiency while maintaining the segmentation quality.

Efficient semantic segmentation. Many works focus
purely on efficient semantic segmentation [25, 51, 52, 54].
However, these works generally propose architectures that
are purely optimized for efficiency, and achieve a segmenta-
tion quality that is below the state of the art. In contrast, our
approach is designed to improve the efficiency of any ex-
isting or future state-of-the-art ViT-based segmentation net-
work, without compromising the segmentation quality.

3. Content-aware token sharing
3.1. Problem definition

In ViT-based segmentation architectures, an input RGB
image I ∈ R3×H×W is partitioned into a set of N image
patches I = {I1, ..., IN}. These image patches are linearly
projected into a set of tokens T = {T1, ..., TN}, added to

their corresponding learnable positional embeddings, and
are subsequently fed into transformer blocks [13]. The total
number of tokens N depends on the size of the input image
and the pre-defined patch size. A transformer-based back-
bone f : T 7→ L maps input tokens T into a set of predicted
tokens L = {L1, ..., LN} containing semantic information.
The transformer model can have any architecture applying
purely global self-attention, e.g., [1, 13]. The next step is
to feed the output tokens L into a decoder g. There are
two options for this decoder. (1) If the decoder requires
tokens, e.g., a transformer decoder [37], the tokens are im-
mediately fed through the decoder g : L 7→ Otkn, where
Otkn = {O1, ..., ON} is a set of per-token semantic pre-
dictions. These predictions are then rearranged and upsam-
pled to per-pixel segmentation predictions O ∈ RC×H×W

for C classes. (2) If the decoder requires spatially orga-
nized features, e.g., a CNN-based segmentation head [47],
the tokens are first rearranged based on their original posi-
tion to get features Lspat ∈ RE×HL×WL , where E is the em-
bedding dimension and HL,WL are fractions of the original
H,W. These are then fed through the segmentation decoder
g : Lspat 7→ O to obtain the segmentation predictions.

The problem that is tackled by our approach is decreas-
ing the size of T to reduce computation, by identifying
patches in I that can share a token, without diminishing
the segmentation quality of O = g(f(T )).

3.2. Content-aware token sharing framework

Our solution is based on the observation that some
patches contain redundant information. In Figure 2, we
show for several datasets the number of images that have a
specific percentage of 2×2 neighboring image patches, i.e.,
superpatches, in I that contain only one semantic class. We
observe that in all images from all these datasets, roughly
25% of superpatches contain only one semantic class, and
for many images this percentage is even higher. From these
statistics, it is clear that there are many semantically uni-
form regions, and we hypothesize that efficiency can be im-
proved without diminishing segmentation quality by pro-
cessing these patches jointly. To achieve this, we propose
Content-aware Token Sharing (CTS), which first predicts
what superpatches in I contain only one semantic class,
and then lets each of these sets of 2×2 neighboring patches
share the same, single token.

To enable CTS for any conventional transformer-based
model, we introduce a token sharing function ts, a token
unsharing function tu, and a policy model p. All these are
implemented in a differentiable manner, such that end-to-
end training can be performed as usual.

The token sharing function ts maps the original image
patches I and their positional embeddings into a new set
of patches I ′ = {I ′1, ..., I ′M} with M < N samples, with
corresponding positional embeddings. This mapping is per-
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Figure 3. Method overview. We introduce a policy network p that
predicts what image patches can share a token without decreasing
the performance. These patches are then combined into a single
token using token sharing module ts. Subsequently, remaining to-
kens are fed through the transformer model, and the output tokens
are ‘unshared’ using module tu, either (a) after the per-token pre-
dictions are made or (b) before the per-pixel predictions are made.

formed according to a predicted policy P that states which
superpatches should share a single token, and which should
have a unique token for each of their 2×2 patches, as con-
ventional. This policy is predicted by the policy model p,
which is explained in detail in Section 3.3. The reduced set
of image patches I ′ is then projected to a reduced set of
tokens T ′ to which conventional transformer-based back-
bones can be deployed without any modifications. This to-
ken sharing function can be formalized as T ′ = ts(I,P). In
this function, each superpatch that can share a token accord-
ing to policy P is bilinearly downsampled to the dimensions
of a single patch, and linearly projected into a single token.
As a result, the 2×2 patches in this superpatch share the
same token.

Given T ′, the transformer-based backbone f produces a
set L′ = {L′

1, ..., L
′
M} of M predicted tokens with seman-

tic information. Then, again, there are two options for the
decoder. (1) When the set L′ including shared tokens is di-
rectly fed to the decoder, the resulting per-token predictions
O′

tkn need to be ‘unshared’. We use the policy P to iden-
tify the predictions that are made for shared tokens, simply
bilinearly upsample them and divide them back into individ-
ual predictions, before reorganizing all tokens spatially and
upsampling them to yield the complete semantic segmenta-
tion predictions O. This is formalized in Eq. 1 and visual-
ized in Figure 3a. (2) When the tokens in L′ should first
be rearranged to features Lspat before entering the decoder,
tu first unshares the shared tokens by bilinearly upsampling
and rearranging them to produce L, before organizing L
spatially as features Lspat and feeding this through the de-

coder g, which outputs segmentation predictions O. This is
formalized in Eq. 2 and visualized in Figure 3b.

P = p(I); P = p(I);

T ′ = ts(I,P); (1) T ′ = ts(I,P); (2)

O′
tkn = g(f(T ′)); L′ = f(T ′);

O = tu(O′
tkn,P). O = g(tu(L′,P)).

Our framework is compatible with many different back-
bones, decoders, and policy models. This flexibility, as well
as the consistent efficiency gains and quality preservation,
is demonstrated extensively in Section 5.

3.3. Content-aware token sharing policy

The token sharing function ts that lets patches share to-
kens relies on the output P of a content-aware token shar-
ing policy model p that predicts whether a superpatch (con-
taining 2×2 neighboring patches) can share the same token
without diminishing segmentation quality. Realizing such
a CTS policy is crucial for our framework, but non-trivial.
Given our hypothesis that patches containing the same se-
mantic class do not require separate, unique tokens, we pro-
pose to solve this problem by training and using a highly ef-
ficient CNN model to predict if a superpatch contains a sin-
gle semantic class, without explicitly predicting the classes.
If a superpatch indeed contains a single class, its patches can
share a single token. This class-agnostic model, defined as
P = p(I), can be implemented with any lightweight net-
work, and simply performs binary classification on each su-
perpatch region in an input image. From the output of the
network, the S highest-scoring superpatches are selected to
share a token, to end up with M = N − 3S tokens that are
processed by the transformer-based network.

Our class-agnostic policy model is trained using a
ground truth that is conveniently generated from the avail-
able semantic segmentation annotations. Concretely, for
each superpatch in an image, we analyze how many classes
it contains in the semantic segmentation ground truth. If
there is just a single semantic class, the ground truth for the
policy model p is set to true, otherwise it is false. This is
visualized in Figure 4. Using this ground truth, the policy
model is trained with a standard cross-entropy loss.

It is possible to train our policy network in such a sim-
ple and efficient way because of the available annotations
for this task. Unlike image classification and object detec-
tion annotations, which do not have sufficient granularity to
directly determine what image regions are relevant for pro-
cessing, semantic segmentation annotations provide labels
for each pixel. This allows us to directly translate our hy-
pothesis about redundancy of semantically similar patches
into a binary ground truth per superpatch. Moreover, the
fact that our policy model is class-agnostic is key to its effi-
ciency. Because the binary task is significantly less complex



Figure 4. Token sharing policy. We teach our token sharing pol-
icy network that a superpatch should share a token if it contains a
single semantic class. From left to right: (a) input image with grid
of superpatches; (b) segmentation ground truth; (c) superpatches
containing a single class; (d) class-agnostic policy ground truth.

than the main multi-class segmentation task, it can be per-
formed by a highly efficient model, which is necessary to
preserve the efficiency that is gained by reducing the num-
ber of tokens. In Section 5, we show that our class-agnostic
approach outperforms a trivial solution that uses an auxil-
iary semantic segmentation prediction to obtain the seman-
tically uniform superpatches.

4. Experimental setup
4.1. Datasets

To show the wide applicability of CTS for semantic
segmentation, we conduct experiments on three datasets:
ADE20K [56], Pascal Context [27], and Cityscapes [10].
Following most recent works, we use ADE20K for our main
experiments and show the performance on the other two
datasets to verify the general applicability of CTS.

4.2. Metrics

We use the conventional mean intersection-over-union
(mIoU) to evaluate the segmentation performance. Since
our work aims to improve the efficiency of segmentation
networks, we also evaluate the throughput of each network,
in terms of images/second (Im/sec). To measure this, we
test each model on an Nvidia A100 GPU and report the av-
erage throughput over 100 iterations after 50 warm-up iter-
ations, using batches of 32 image crops of the same resolu-
tions used for training. For the proposed policy network,
we additionally evaluate the precision of the predictions
which superpatches should share a token. We choose preci-
sion because the ground truth can have a different number
of shared superpatches for each image, while CTS always
picks a fixed number of S superpatches to be shared.

4.3. Implementation details

Policy network. The content-aware token sharing policy
network is trained separately from the semantic segmenta-
tion network. Our default policy network is an EfficientNet-
Lite0 model [38], pre-trained on ImageNet-1K [32]. For all
three datasets, we train the policy network for 50k iterations
with batches of 8 images, using the AdamW [24] optimizer.
The learning rate is 5 × 10−5 and weight decay is 10−3.
During training, we apply the same resizing and cropping
strategies used for the corresponding segmentation models.

Segmentation networks. Once the policy network is
trained, we integrate it in the segmentation model and run
the whole model end-to-end (see Figure 3). Specifically, we
feed the training images through the policy network, apply
the resulting policy to share tokens, and train the segmen-
tation network on the resulting tokens. To train the seg-
mentation networks, we follow the original training strate-
gies, to allow for fair comparisons. For Segmenter [37],
we optimize the networks with Stochastic Gradient De-
scent. For the ADE20K and Pascal Context datasets, the
initial learning rate is set to 0.001, while for Cityscapes
the initial learning rate is 0.01. All Segmenter experiments
use polynomial learning rate decay, following the origi-
nal settings [37]. The batch size is 16 for Pascal Con-
text and 8 for the other datasets. For experiments with
the UPerNet decoder [47], we add our CTS to publicly
available BEiT+UPerNet and ViT+UPerNet implementa-
tions [9] and use the original training and evaluation set-
tings. All backbones except for BEiT are pre-trained on
ImageNet-1K [32, 36]. For more details, see Appendix A.

5. Experimental results
5.1. Content-aware token sharing

To show the effectiveness of the proposed content-aware
token sharing (CTS) approach, we apply it to ViT-based
segmentation network Segmenter [37]. In Table 1, we show
the results for different values of S, i.e., different token shar-
ing settings, leading to different token reductions and effi-
ciency boosts. When S = 0, and no superpatches share a
token, this is equal to the standard Segmenter [37]. When
S = M = 256, all superpatches share a token, leading to
a token reduction of 75%. From the results, we can see
that reducing the number of tokens leads to an increase in
throughput, as expected. Moreover, the results show that
with CTS, up to 30% of tokens can be reduced without com-
promising the segmentation quality, with a mIoU of 45.1
compared to a baseline of 45.0. In a naive token reduction
setting, however, when random superpatches are selected
to be shared, the mIoU is significantly worse, i.e., 42.9.
This confirms our motivation that specific superpatches can
share a token without diminishing the segmentation qual-
ity, if they are selected carefully, as with our CTS. And al-



Tokens CTS Random sharing

Shared (S) Total (M) Reduction mIoU Im/sec mIoU Im/sec

0 1024 0% 45.0 122 - -
31 931 9% 45.3 123 44.7 139
41 901 12% 44.9 126 44.5 143
79 787 23% 45.0 146 43.6 168

103 715 30% 45.1 162 42.9 191
131 631 38% 44.7 180 42.4 216
156 556 46% 44.4 198 42.5 242
192 448 56% 43.8 228 41.3 288
224 352 66% 41.5 267 40.8 354
256 256 75% 39.9 424 - -

Table 1. Content-aware token sharing. The mean IoU and
throughput of the Segmenter model [37] with ViT-S/16 back-
bone [13] with our CTS and a random sharing approach for dif-
ferent token sharing settings. Results on the ADE20K val set [56].

though random token sharing is faster than our CTS, due to
the overhead introduced by the policy network, CTS still
achieves a significant throughput increase of 33% while
keeping the segmentation quality the same.

With the identified optimal token reduction setting of
30% for ADE20K, we also apply our CTS approach to Seg-
menter with larger and smaller backbones. From the re-
sults, depicted in Figure 5, it is immediately clear that CTS
effectively improves the throughput for all backbone sizes
by significantly reducing the number of tokens, while de-
livering a similar semantic segmentation performance. This
further validates our approach.

5.2. Ablations

Token sharing policy generation. To analyze the role
of the token sharing policy generation method p in CTS, we
apply and compare different methods. These methods can
be categorized into two groups: (1) using our policy net-
work (PolicyNet) to directly predict the class-agnostic CTS
policy, and (2) using semantic segmentation predictions to
determine the CTS policy, i.e., following the procedure in
Figure 4 but with predicted semantic segmentation. The
results are provided in Table 2. First of all, these results
show that turning the problem into a class-agnostic classi-
fication task, instead of using the trivial solution of solv-
ing the full class-wise segmentation task, is necessary to
achieve the best results. Moreover, this classification task
allows us to solve it with a lightweight PolicyNet, which
allows for a much higher throughput than conventional seg-
mentation networks (162 vs. 60). Finally, we see that the
performance can be boosted by having a larger PolicyNet,
but at the expense of efficiency.

Different backbones. The CTS approach is compati-
ble with any ViT-based backbone that purely applies global
self-attention. In Table 3, we apply CTS to three back-
bones of similar sizes, which have different settings for
weight initialization [1], distillation [40] and positional em-
beddings [1]. For all three backbones, our CTS approach

101 102

Throughput (im/sec)

38

40

42

44

46

48

50

52

M
ea

n 
Io

U

ViT-Ti

ViT-S

ViT-B

ViT-L
ViT-L (640)

Segmenter + CTS (ours)
Segmenter 

Figure 5. Throughput vs. mean IoU. The efficiency and accuracy
of Segmenter [37] with and without our content-aware token shar-
ing approach. Results on the ADE20K val set [56].

Category Policy method Precision Throughput mIoU
(policy) (im/sec) (seg.)

PolicyNet
PolicyNet (default) 80.3 162 45.1
PolicyNet (large) 79.3 148 45.3
PolicyNet (small) 73.9 186 44.0

Seg. pred.
MobileNetV2 + FCN [34, 35] 70.7 125 44.3
DeepLabv3+ (RN-101) [4, 17] 74.2 60 44.8
Ground-truth seg. 96.1 189 47.2

Random 52.1 191 42.9
None (baseline) - 122 45.0

Table 2. Different policy methods. Ablation of policy generation
methods applied to Segmenter with ViT-S/16, on the ADE20K val
set [56]. The token reduction schedule is set to 30%.

CTS Backbone Token reduction Im/sec mIoU

- ViT-B/16 [13] 0% 47 48.5
✓ 30% 69 48.7

-
DeiT-B/16† [40]

0% 48 48.0
✓ 30% 70 47.9

- BEiT-B/16 [1] 0% 36 50.3
✓ 30% 63 50.4

Table 3. Different backbones. The mean IoU and throughput
of the Segmenter model [37] with our CTS method, for different
backbones. Results on the ADE20K val set [56]. †Distilled.

consistently results in an increase in throughput by reduc-
ing the number of tokens, without any loss in segmentation
performance. This shows the general applicability of CTS.

Different decoders. To further show the general appli-
cability of CTS, we also show that it is compatible with
multiple decoders. We apply CTS to three different types
of decoders to generate the semantic predictions: 1) Lin-
ear: a vanilla linear projection, 2) Mask Transformer: a



CTS Decoder Token reduction Im/sec mIoU

- Linear 0% 57 48.1
✓ 30% 82 47.9

- Mask Transformer [37] 0% 47 48.5
✓ 30% 69 48.7

- UPerNet [47] 0% 21 48.1
✓ 30% 28 47.7

Table 4. Different decoders. Our approach is compatible with
multiple decoders, including transformer-based [37] or CNN-
based [47] ones. Each network is trained with the ViT-B/16 back-
bone. Results on the ADE20K val set [56].

Method Pre-training Token Im/sec mIoU (ms)reduction

BEiT-L* + UPerNet BEiT + IN22k 0% 3.3 56.8
BEiT-L* + UPerNet + CTS (ours) BEiT + IN22k 30% 5.4 56.6

Swin-L + UperNet [12, 47] IN22k n/a 53.5
ViT-Adapter-L + UperNet [5, 47] IN22k n/a 54.4
SwinV2-L + UPerNet [6, 22] IN22k n/a 55.9
Swin-L + Mask2Former [6, 23] IN22k n/a 57.3
BEiT-L + UPerNet [1, 47] BEiT + IN22k n/a 57.0
ViT-Adapter-L + UperNet [5, 47] BEiT + IN22k n/a 58.4
ViT-Adapter-L + Mask2Former [5] BEiT + IN22k n/a 59.0

Table 5. Application to state-of-the-art. We apply CTS to state-
of-the-art method BEiT-L + UPerNet [1, 47] and report other top-
performing methods for reference. Results on the ADE20K [56]
dataset, with multi-scale testing. *Our implementation [9].

transformer-based decoder proposed in Segmenter [37] and
deployed in our main experiments, and 3) UPerNet: a
commonly-used CNN-based decoder [47]. Again, the re-
sults in Table 4 show that CTS considerably improves the
throughput, i.e., by up to 47%, while achieving a similar
segmentation quality.

5.3. Application to state-of-the-art

We apply CTS to state-of-the-art method BEiT-L +
UPerNet [1, 47], and report the results in Table 5. For ref-
erence, we also show the results of other state-of-the-art
networks with similar backbones and pre-training. The re-
sults show that our CTS significantly improves the through-
put, by nearly 64%, while achieving a similar segmentation
quality. This shows that CTS is also effective when applied
to state-of-the-art methods, that it is compatible with large-
scale self-supervised pre-training methods [1] that have
shown to significantly boost the performance for down-
stream tasks, and that it is competitive with top-performing
ViT-based segmentation networks.

5.4. Other datasets

To show that CTS is also effective on other datasets, we
evaluate it on Pascal Context [27] and Cityscapes [10]. We
apply CTS to Segmenter, report the results in Table 6, and
compare to random token sharing for reference. From the
results, it is clear that CTS consistently achieves a mean

Method Backbone Token reduction Im/sec mIoU

Pascal Context validation

Segmenter ViT-S/16 0% 157 53.0
Segmenter + CTS (rand.) ViT-S/16 30% 246 51.3
Segmenter + CTS (ours) ViT-S/16 30% 203 52.9

Segmenter ViT-L/16 0% 21 57.7
Segmenter + CTS (ours) ViT-L/16 30% 31 57.6

Cityscapes val

Segmenter ViT-S/16 0% 38 76.5
Segmenter + CTS (rand.) ViT-S/16 44% 93 72.6
Segmenter + CTS (ours) ViT-S/16 44% 78 76.5

Segmenter ViT-L/16 0% 6.0 79.1
Segmenter + CTS (ours) ViT-L/16 44% 12.6 79.5

Table 6. Other datasets. CTS with Segmenter [37] on the Pascal
Context [27] and Cityscapes [10] datasets.

IoU similar to the standard Segmenter, while improving the
throughput by up to 48% for Pascal Context and 110% for
Cityscapes. The higher efficiency boost for Cityscapes is
caused by a higher token reduction, which is possible be-
cause this dataset contains images in which more super-
patches contain just a single class, as depicted in Figure 2,
which means that more patches can share a token without
diminishing the segmentation performance.

5.5. Additional analyses

Consistency in predictions for shared tokens. With
our policy network, we aim to let superpatches share a to-
ken if they contain a single semantic class, and in Table 2
we have shown that the network mostly correctly predicts
this. However, it is still unclear if the segmentation network
subsequently also predicts that these superpatches contain a
single semantic class. To check this, we enforce that each
pixel in a superpatch that shares a token gets the same class
prediction, and evaluate the impact on the mean IoU. We
achieve this single-class prediction with a majority vote in
each superpatch that shares a token. The results, reported
in Table 7a, show that for token reductions up to 30%, the
mean IoU remains constant. This indicates that there is
little to no difference in the predictions, meaning that the
network already makes consistent predictions within super-
patches that share tokens. This further shows that our policy
network is effective, and that the segmentation network au-
tomatically learns that these superpatches contain only one
class, which is desired behavior.

Dynamic token sharing. The proposed CTS method
uses a fixed number of S shared tokens for all the images in
a dataset. However, images typically have different seman-
tic complexities, even in the same dataset (see Figure 2).
To evaluate whether it is desirable to let S depend on the
complexity of the image, we conduct an experiment where
we first apply our policy network to each image, threshold
its prediction, and identify how many superpatches S∗ can



Token reduction
mIoU

default one class diff.

12% 44.9 44.9 0.0
30% 45.1 45.1 0.0
56% 43.8 43.4 -0.4
66% 41.5 40.8 -0.7

(a) Consistency in predictions for shared to-
kens. We force all pixels in superpatches to
have the same semantic class prediction if they
share a token, and evaluate the mean IoU.

Token reduction Processed images mIoU

0% 2 45.0
12% 87 44.9
23% 191 45.0
30% 398 45.1
38% 427 44.7
46% 895 44.4

Combined 2000 45.8

(b) Dynamic token sharing. Results of our
approach when images are assigned to mod-
els with different token sharing settings, de-
pending on the predicted policy.

Using
Policy

Precision mIoU
prev. frame (policy) (seg.)

✓ Segmentation pred. 85.9 75.5
✓ PolicyNet 94.9 76.2

✗ PolicyNet (default) 96.8 76.5
✗ Random 69.5 72.6
✗ None (baseline) - 76.5
✗ Ground truth 99.6 78.0

(c) CTS on video data. Experiments with video in-
puts on the Cityscapes val set [10]. The token reduc-
tion setting is 44%.

Table 7. Additional analyses. Networks trained with the ViT-S/16 backbone. All results on ADE20K val [56] unless indicated otherwise.

share a token according to this prediction. Subsequently, we
pick the highest token sharing setting S for which S < S∗,
let the S highest-scoring superpatches share a token, and
feed the resulting tokens through a segmentation network
trained with this setting S. Finally, we collect all segmenta-
tion predictions and calculate the mean IoU.

Table 7b presents the results for this experiment, together
with the number of images assigned to each model. Inter-
estingly, we find that the resulting mean IoU is 45.8, which
is 0.7 points higher than the best individual model. This
shows that, by dynamically determining how many tokens
should be shared in each image, the segmentation quality
can be even higher, because we do not force superpatches
to share a token if the policy network assigns them a low
score. This means that a future single-network, variable-
token approach could optimize the accuracy and efficiency
even further. Because the number of shared tokens in such a
method would vary, there would be no guaranteed efficiency
boost, introducing a new accuracy-efficiency trade-off.

CTS on video data. In the situation where there is a
continual stream of images, i.e., with video data, there is a
large degree of consistency between subsequent frames. If
this consistency is high enough, the predictions for a previ-
ous frame could be used to generate a policy for a current
frame, removing the need for a separate policy network,
which could improve the efficiency. We evaluate this for
two settings: (1) we use the previous segmentation predic-
tions to generate a policy according to the procedure in Fig-
ure 4, and (2) we run our policy network on the previous
frame and use its output as the policy. The results, pre-
sented in Table 7c, show that using information from pre-
vious frames results in a segmentation quality only slightly
below the original CTS approach, especially for the Poli-
cyNet, i.e., -0.3. Such an approach can be more efficient
than the original policy network if the policy network is
executed in parallel with the segmentation network, and it
could be interesting for future research. Again, this exper-
iment also shows the strength of our policy network, as it
outperforms the trivial solution of using the previous se-
mantic segmentation output as a policy.

6. Discussion
The experimental results demonstrate the positive impact

of token sharing on the efficiency of ViT-based semantic
segmentation networks. We show that the number of to-
kens can be reduced by 30% to 44% without compromis-
ing segmentation quality, depending on the dataset. Key
to maintaining segmentation quality is selecting the correct
superpatches for token sharing, i.e., the superpatches con-
taining a single semantic class. Our CTS approach achieves
this with an efficient policy network that is conveniently
trained in a supervised manner using the already available
ground-truth data. Especially for large ViT models applied
to high-resolution images, the computational overhead that
our policy network introduces is marginal, and a significant
improvement in throughput is achieved.

The strength of our CTS framework is its conceptual
simplicity, which allows it to be very efficient and generally
applicable, making it compatible with many vision trans-
formers, including those using advanced pre-training. Such
pre-training methods have shown to be key to obtaining
state-of-the-art results [1] and our CTS enables such current
and future methods to be significantly more efficient.

Due to its simple nature, CTS can be extended in several
different ways in future work. First of all, it is conceptually
compatible with alternative efficient approaches that com-
bine global and local self-attention, such as Swin [23], and
these methods have complementary advantages. Second,
our token sharing approach is also compatible with other
computation-intensive per-pixel tasks, such as optical flow
and depth estimation. CTS can be applied to improve the
efficiency on those tasks, but would require task-specific
policy models. With this work, we lay the foundation for
such follow-up research on efficient transformer-based ar-
chitectures for per-pixel computer vision tasks.
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Appendix
This appendix contains the following supplementary ma-

terial:

• More extensive implementation details (Appendix A).

• Detailed results for the dynamic token sharing experi-
ment (Appendix B).

• Additional qualitative results, showing predictions by
both the policy network and the complete semantic
segmentation network (Appendix C).

The code for Content-aware Token Sharing (CTS) is avail-
able through https://tue-mps.github.io/CTS.

A. Implementation details
Below, we provide the implementation details for the

networks used in our experiments. Note that, for our main
experiments, we conducted each experiment 5 times, and
report the median mIoU.

A.1. Policy network

Our default Content-aware Token Sharing (CTS) policy
network, used to identify what superpatches should share
a token, is based on EfficientNet [38]. Specifically, we
use EfficientNet-Lite0, a light version of EfficientNet-B0,
pre-trained on ImageNet-1K [32], using the code and pre-
trained model weights from the timm repository [46]. To be
able to make a prediction per superpatch, we first output the
features before the final classification head. By design of
the network, these features have resolution Hp × Wp that
is 32 times smaller than the resolution of the input images.
As all segmentation networks used in this work use a patch
size of 16×16 pixels, a superpatch is 32×32 pixels. There-
fore, each of the Hp ·Wp features represent one superpatch.
To get a policy prediction per superpatch, we add one fi-
nal 1 × 1 convolutional layer that maps the features to two
classes, i.e., (1) the superpatch contains a single class and
(2) the superpatch contains multiple classes. We train the
policy network separately for ADE20K [56], Pascal Con-
text [27] and Cityscapes [10]. The policy network is always
trained for 50k iterations with batches of 8 image crops, a
learning rate of 5×10−5 and a weight decay of 10−3, using
the AdamW optimizer [24].

Large and small policy networks. In Table 2 of the main
manuscript, we also provide results for a large and small
policy network. The large policy network is EfficientNet-
B1 [38], pre-trained on ImageNet-1K [32], using the code
and pre-trained weights from the timm repository [46]. All
hyperparameters are the same as for the default policy net-
work. The small policy network is a custom neural network
that has seven 3 × 3 convolutional layers, with 128 output

channels per convolution, and a final 1 × 1 convolution to
output a prediction for two classes. Strided convolutions
are used to reduce the resolution by a factor of 32. This net-
work is not pre-trained, and we train it with a learning rate
of 10−3.

A.2. Segmenter

In our main experiments, we apply our CTS to a
transformer-based semantic segmentation network, Seg-
menter [37]. For these experiments, we implement CTS
in the official, publicly available code of Segmenter, and
we use the original training settings. That means that we
use a batch size of 8 for experiments with ADE20K and
Cityscapes and a batch size of 16 for Pascal Context, use
the Stochastic Gradient Descent (SGD) optimizer with a
momentum of 0.9, a weight decay of 0.0, and a polyno-
mial decay learning rate schedule. For ADE20K, we train
for 64 epochs with an initial learning rate of 0.001, resize
the shortest side of images to 512 pixels, and take random
crops of 512 × 512 pixels. For the ViT-L (640) setting in
Figure 5 of the main manuscript, we resize the shortest side
of images to 640 pixels, and take random crops of 640×640
pixels. For Pascal Context, we train for 256 epochs with an
initial learning rate of 0.001, resize the shortest side of im-
ages to 520 pixels, and take random crops of 480×480 pix-
els. For Cityscapes, we train for 216 epochs with an initial
learning rate of 0.01, and take random crops of 768 × 768
pixels.

DeiT and BEiT. For our experiment with different back-
bones, we use DeiT-B and BEiT-B in addition to the stan-
dard ViT backbones. For DeiT-B [40], we follow the set-
tings from Segmenter, and initialize the backbone with dis-
tilled weights from the timm repository [46], pre-trained on
ImageNet-1K. In the experiments with the BEiT-B back-
bone [1], we also use the code and pre-trained weights from
timm, but we make minor changes for compatibility: (1)
We use the AdamW optimizer with an initial learning rate
of 10−5 and weight decay of 10−3 because the SGD op-
timizer made training unstable. (2) Because BEiT works
with relative position embeddings between all tokens, these
have to be shared too, when a superpatch shares a token. We
empirically find that picking the relative position to one of
the patches in a superpatch works just as well as taking the
mean of the relative positions to each of them, while being
significantly faster.

A.3. UPerNet

ViT + UPerNet. For our experiments with the UPer-
Net [47] decoder in combination with the standard ViT
backbone [13, 36], we use the publicly available code and
hyperparameters from the mmsegmentation repository [9],
and implement CTS in this code. This means that we train
these networks for 160k iterations, with a batch size of 16.

https://tue-mps.github.io/CTS


Token reduction
mIoU Processed images with different thresholds τ

(indiv. models) τ = 0.35 τ = 0.4 τ = 0.45 τ = 0.5 τ = 0.55 τ = 0.6 τ = 0.65

0% 45.0 1 2 3 8 12 22 32
12% 44.9 77 87 105 134 163 196 232
23% 45.0 150 191 219 244 270 289 316
30% 45.1 366 398 436 455 460 465 463
38% 44.7 446 427 410 397 394 392 386
46% 44.4 960 895 827 762 701 636 571

Average token reduction 38.2% 37.4% 36.5% 35.5% 34.6% 33.6% 32.4%
Combined mIoU 45.4 45.8 45.5 45.3 45.3 45.2 45.4

Table 8. Dynamic token sharing ablation. Results for the dynamic token sharing experiment for different settings of threshold τ .
Experiments with Segmenter [37] and ViT-S/16 [13] on the ADE20K validation set [56].

We first resize the shortest side of images to 512 pixels, and
then take random crops of 512 × 512 pixels. We use the
AdamW optimizer, with a learning rate of 6 × 10−5 and a
weight decay of 0.01.

BEiT + UPerNet. When applying our CTS to state-of-the-
art network BEiT-L + UPerNet [1,47], we also use the pub-
licly available code and hyperparameters from the mmseg-
mentation repository [9]. The weights of BEiT-L are initial-
ized using the publicly available weights from timm [46].
We train the networks with a batch size of 8, for 320k it-
erations. We first resize the shortest side of images to 640
pixels, and then take random crops of 640×640 pixels. The
networks are optimized using AdamW, with a learning rate
of 2 × 10−5 and a weight decay of 0.05. Again, we handle
the relative positions embeddings as described for BEiT-B
in Appendix A.2.

B. Dynamic token sharing

In Section 5.5 of the main manuscript, we analyze
whether it is desirable to let the number of shared tokens,
S, depend on the complexity of the image. To evaluate this,
we feed each image through the policy network, and use its
predictions to determine how many superpatches can share
a token. If the predicted score for a superpatch is above
a threshold τ , we assume that this superpatch contains a
single class, and can therefore share a token. The result-
ing number of superpatches that can share a token for each
image is then given by S∗. Then, we make sure that a maxi-
mum of S∗ superpatches are shared per image. Specifically,
from a set of models trained with different token sharing
settings S, we pick the model with the highest token shar-
ing setting S for which S < S∗. Subsequently, we let the S
highest-scoring superpatches share a token, and feed the re-
sulting tokens through the segmentation model trained with
setting S. In Table 8, we provide the results for this analysis
for different values of threshold τ . It can be observed that,

for all evaluated thresholds, the combined mIoU is consis-
tently higher than the highest mIoU among all the individ-
ual models. Note that this high performance is obtained by
processing more images by the models with higher token re-
duction settings, which have a lower individual mIoU when
processing all images. Moreover, the average token reduc-
tion is above the 30% reduction setting which was found to
be optimal when the number of shared tokens is fixed. This
makes dynamic token sharing for semantic segmentation an
interesting topic for future research.

C. Qualitative results
Policy network In Figure 6 and Figure 7, we show qualita-
tive examples of predictions by our CTS policy network. In
the figures we can see that, for all three datasets, the policy
network learns to predict what superpatches contain a single
semantic class quite accurately. As a result, the S highest-
scoring superpatches, i.e., the superpatches that share a to-
ken, mostly consist of a single semantic class, as is the in-
tended behavior.

Semantic segmentation predictions In Figure 8 and Fig-
ure 9, we show qualitative examples of semantic segmen-
tation predictions by Segmenter [37] with our CTS. These
figures show that the network mostly predicts a single class
for the superpatches that share a token, which is intended
behavior. Additionally, we do not observe any qualitative
artifacts in the predictions that result from sharing tokens.

Finally, we show the results of our CTS with state-of-the-
art semantic segmentation network BEiT-L + UPerNet [1,
47] in Figure 10. These results show that it is possible to
achieve state-of-the-art segmentation quality with our CTS,
while also achieving a throughput increase of over 60%.



(a) Image with grid of super-
patches

(b) Semantic segmentation
ground truth

(c) Superpatches with a single
class

(d) Policy network prediction (e) S highest-scoring super-
patches (i.e., used policy)

Figure 6. Qualitative results policy network. Predictions by our content-aware token sharing policy network, on image crops from the
ADE20K validation set [56].



(a) Image with grid of super-
patches

(b) Semantic segmentation
ground truth

(c) Superpatches with a single
class

(d) Policy network prediction (e) S highest-scoring super-
patches (i.e., used policy)

Figure 7. Qualitative results policy network. Predictions by our content-aware token sharing policy network, on image crops from the
Cityscapes val set (top three images) [10] and Pascal Context validation set (bottom three images) [27].



(a) Input image (b) Used token sharing policy (c) Segmentation prediction (d) Segmentation ground truth
Figure 8. Qualitative results semantic segmentation from policy. Predictions by Segmenter with ViT-S/16 and our CTS, on image crops
from the ADE20K validation set [56].



(a) Input image (b) Used token sharing policy (c) Segmentation prediction (d) Segmentation ground truth
Figure 9. Qualitative results semantic segmentation from policy. Predictions by Segmenter with ViT-S/16 and our CTS, on image crops
from the Cityscapes val set (top three images) [10] and Pascal Context validation set (bottom two images) [27].



(a) Input image (b) Segmentation prediction (c) Segmentation ground truth
Figure 10. Qualitative results semantic segmentation state-of-the-art. Examples of results by BEiT-L + UPerNet [1, 47], a state-of-
the-art semantic segmentation approach, with our CTS, on the ADE20K validation set [56]. With our CTS, we are able to increase the
throughput of this network by more than 64%, without decreasing the segmentation quality.
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