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Abstract

Post-training quantization (PTQ) is a neural network
compression technique that converts a full-precision model
into a quantized model using lower-precision data types.
Although it can help reduce the size and computational cost
of deep neural networks, it can also introduce quantiza-
tion noise and reduce prediction accuracy, especially in ex-
tremely low-bit settings. How to determine the appropriate
quantization parameters (e.g., scaling factors and round-
ing of weights) is the main problem facing now. EXxisting
methods attempt to determine these parameters by minimize
the distance between features before and after quantization,
but such an approach only considers local information and
may not result in the most optimal quantization parameters.
We analyze this issue and propose PD-Quant, a method
that addresses this limitation by considering global infor-
mation. It determines the quantization parameters by us-
ing the information of differences between network predic-
tion before and after quantization. In addition, PD-Quant
can alleviate the overfitting problem in PTQ caused by the
small number of calibration sets by adjusting the distribu-
tion of activations. Experiments show that PD-Quant leads
to better quantization parameters and improves the predic-
tion accuracy of quantized models, especially in low-bit
settings. For example, PD-Quant pushes the accuracy of
ResNet-18 up to 53.14% and RegNetX-600MF up to 40.67%
in weight 2-bit activation 2-bit. The code is released at
https://github.com/hustvl/PD-Quant.

1. Introduction

Various neural networks have been used in many real-
world applications with high prediction accuracy. When de-
ployed on resource-limited devices, networks’ vast memory
and computation costs become significant challenges. Re-
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ducing overhead while maintaining the model accuracy has
received considerable attention. Network quantization is an
effective technique that can compress the neural networks
by converting the format of values from floating-point to
low-bit [11, 13,28]. There are two types of quantization:
post-training quantization (PTQ) [34] and quantization-
aware training (QAT) [19]. QAT requires retraining a model
on the labeled training dataset, which is time-consuming
and computationally expensive. While PTQ only requires a
small number of unlabeled calibration samples to quantize
the pre-trained models without retraining, which is suitable
for quick deployment. Existing PTQ methods can achieve
good prediction accuracy with 8-bit or 4-bit quantization by
selecting appropriate quantization parameters. [23, 24, 32].
Local metrics (such as MSE [7] or cosine distance [49] of
the activation before and after quantization in layers) are
commonly used to search for quantization scaling factors.
These factors are chosen layer by layer by minimizing the
local metric with a small number of calibration samples. In
this paper, we observe that there is a gap between the se-
lected scaling factors and the optimal scaling factors .

Since the noise from quantization will be more severe
at low-bit, the prediction accuracy of the quantized model
significantly decreases at 2-bit. Recently, some meth-
ods [25,26,47] have added a new class of quantization pa-
rameters, weight rounding value, to adjust the rounding of
weights. They optimize both quantization scaling factors
and rounding values by reconstructing features layer-wisely
or block-wisely. Besides, the quantized model by PTQ re-
construction is more likely to be overfitting to the calibra-
tion samples because adjusting the rounding of weights will
significantly increase the PTQ’s degree of freedom.

We propose an effective PTQ method, PD-Quant, to ad-
dress the above-mentioned issues. In this paper, we fo-
cus on improving the performance of PTQ on extremely
low bit-width. PD-Quant uses the metric that considers the

We define the optimal quantization scaling factors as the factors that
make the quantized model have the lowest task loss (cross-entropy loss
calculated by real label) on the validation set.
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global information from the prediction difference between
the quantized model and the full-precision (FP) model. We
show that the quantization parameters optimized by predic-
tion difference are more accurate in modeling the quan-
tization noise. Besides, PD-Quant adjusts the activations
for calibration in PTQ to mitigate the overfitting problem.
The distribution of the activations is adjusted to meet the
mean and variance saved in batch normalization layers. Ex-
periments show that PD-Quant leads to better quantization
parameters and improves the prediction accuracy of quan-
tized models, especially in low-bit settings. Our PD-Quant
achieves state-of-the-art performance in PTQ. For example,
PD-Quant pushes the accuracy of weight 2-bit activation
2-bit ResNet-18 up to 53.14% and RegNetX-600MF up to
40.67%. Our contributions are summarized as follows:

1. We analyze the influence of different metrics and indi-
cate that the widely used local metric can be improved
further.

2. We propose to use the information of the prediction
difference in PTQ, which improves the performance
of the quantized model.

3. We propose Distribution Correction (DC) to adjust the
activation distribution to approximate the mean and
variance stored in the batch normalization layer, which
mitigates the overfitting problem.

2. Related Work and Background

Many excellent works have been proposed to resolve
neural networks’ enormous memory footprint and inference
latency, including knowledge distillation [12, 18,45], model
pruning [29, 59], and model quantization [4,37,51].

We focus on model quantization, which is an effec-
tive technique for compressing neural networks. Quantized
models keep their weights and activations in low-bit data
types to reduce memory and computation requirements. We
can map a real-valued tensor x (weights or activations) to
the integer grid according to the following equation:

Z = clamp (L%1 + Z; Qmin7Qmaz> ) (1)

S = (mmax - xmzn)/ (2b - 1) P (2)

where |-] is the round-to-nearest operator. .S denotes the
quantization scaling factors, which reflect the proportional
relationship between FP values and integers. Moreover,
Z is the offset defined as zero-point. T4, is the maxi-
mum in the vector, and x,,;, is the minimum in the vec-
tOr. [@mins ¢maz) 1S the quantization range determined by

The prediction is the processed output of the last layer, such as the
probability after softmax in the classification model.

bit-width. We only consider uniform unsigned symmet-
ric quantization, as it is the most widely used quantization
setup. Therefore, ¢.,i, is equal to 0 and ¢4, is equal to
2b — 1, where b is the bit-width which determines the num-
ber of integer grids. Nonuniform quantization [21] is chal-
lenging to deploy on hardware, so we will not consider it in
this work. In general, we divide quantization methods into
Quantization-aware training [5, 14,22,49,54,54,58] (QAT)
and Post-training quantization [3,25,31,46,47,56] (PTQ).

2.1. Quantization-aware training

QAT modifies the quantization noise during training pro-
cesses with full labeled training datasets. STE [2] solves
the problem of producing zero gradients during backpropa-
gation by employing a gradient estimator. During the train-
ing process, [20] smoothed activation ranges by exponen-
tial moving averages. LSQ [9] introduces trainable clip-
ping threshold parameters to learn the min and max ranges
of the quantization by STE. Although QAT enables lower
bit quantization with competitive results, it needs labeled
datasets and amounts of computing resources.

2.2. Post-training quantization

PTQ algorithms often determine the quantization scal-
ing factors with limited calibration data through a simple
parameter space search without training or fine-tuning [1,

, 10,44,49,56]. Metrics for searching scaling factors in-
clude MSE distance [7] and cosine distance [49]. [1] seeks
the optimal clipping ranges by minimizing the difference
between FP and quantized feature map.

Later, several methods have been proposed to optimize
rounding values. Although these PTQ methods introduce
fine-tuning during quantization, they still differ from QAT.
QAT adjusts the model’s weights using whole labeled train-
ing dataset, while PTQ only optimizes the quantization pa-
rameters on some unlabeled data. AdaRound [31] suggests
a new rounding mechanism that assigns a continuous vari-
able to each weight value to determine whether it should be
rounded up or down, rather than using the nearest round-
ing. BRECQ [25] optimizes activation scaling factors and
proposes reconstructing quantization parameters block by
block. QDrop [47] imports the activation error into the re-
construction process and introduces drop operation. These
methods can achieve usable accuracy at low bits without
inference overhead. They reconstruct features by calculat-
ing the MSE distance between quantized and FP activations.
AQuant [27] improves activation quantization strategy and
the quantization performance, but has additional inference
overhead. NWQ [43] was published at the same time as our
method, so we do not compare with it.

Some methods [3,6,15,50,55,57] can now quantize mod-
els without using real data. GDFQ [50] adopts a gener-
ator to synthesize calibration data. ZeroQ [3] uses statis-
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Figure 1. The pipeline overview of our method is with PD loss for
determining activation scaling factors. The blue and yellow rect-
angle indicates the quantizing and FP layer, respectively. We mark
the green diamond as the loss function. The red X in the figure
represents an approach we did not adopt but adopted in previous
work.

tics from batch normalization layers to synthesize calibra-
tion data from a Gaussian distribution. Compared to using
real calibration data, these methods often struggle to exhibit
competitive performance. However, inspired by ZeroQ, we
proposed DC in PD-Quant.

3. Methodology

In this section, we will start by conducting a compre-
hensive analysis of the impacts of various metrics in the
search for activation quantization scaling factors. Then, we
develop a high-accuracy post-training quantization method,
PD-Quant. It applies Prediction Difference (PD) loss to op-
timize the quantization parameters. Besides, we introduce
regularization and propose Distribution Correction (DC) to
solve the overfitting problem.

3.1. Prediction Difference Loss

Previous PTQ works [7,49] search quantization scaling
factors by local metrics, such as MSE or Cosine distance
of each layer’s activation before and after quantization. To
investigate the influence of these metrics when determining
activation scaling factors, we compare their search results
with those of task loss. Task loss refers to the cross-entropy
loss determined by the real label, and we define the scal-
ing factors with the lowest task loss as optimal. Fig. 2
shows the task loss and other metrics for different scal-
ing factors of 2-bit activation. As seen, the scaling factor
optimized by local metrics (Cosine and MSE) is inconsis-
tent with that based on task loss. We can observe that the
scaling factors searched by local metric losses is far from
the optimal scaling factor minimized by task loss. As an
example, as shown in Fig. 2a, for the activation quanti-
zation in the Resnetl8.layer4.blockO.convl, green line of
task loss (CE) indicates the optimal scaling factor is around
0.35 x Ny (normalized scaling factor) while local metrics
consider 0.15 x N as their scaling factor.

Since the real label is not available in PTQ, we cannot
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Figure 2. Different loss metrics are plotted, including task loss
(CE) under various scaling factors on ResNetl18 and ResNet50
with the ImageNet dataset. The normalized scaling factor (INs)
means the proportion of *mes==min and normalized loss indi-
cates that the minimum value of all losses is normalized to 1.0.

use task loss as the metric. To achieve more accurate per-
formance for PTQ, we propose PD loss to determine the
activation scaling factors. PD loss compares the prediction
difference between the FP and the quantized models rather
than the difference in each layer’s activation before and after
quantization. Specifically, we feed the quantized activation
A; into the subsequent FP layers to obtain the output pre-
diction. And then, the output prediction will be compared
with the FP output prediction to calculate PD loss. When
searching for the optimal activation scaling factors, we take
the following formula as the metric:

afgnéian Lrp(filAizr), firi(LI(A2),  3)

where S, denotes scaling factors for activation quantization

Model ResNet-18 ResNet-50 RegNet-600M
Bits W8A2 W4A2 W8A2 W4A2 WS8A2 W4A2

Min-Max! - - - - - -
Cosine! 11.09  4.15 2.19 1.14 0.96 0.65
MSE! 23.15 1031  9.23 4.85 3.71 1.88
PDY 2841 1227 1131  6.01 7.47 3.17

Table 1. Metric test (top-1 accuracy(%) on validation set for acti-
vation scaling factors. The weight quantization for each bit setting
in the table is the same. ! represents calculating metric with only
local information and Y means metric with global information.



in quantizing layer L7, and f;(-) refers to a part of the FP
network mapping input A;_; to FP output. f1+1(+) is the
part of the FP network mapping the output of L} to the final
prediction. We make the assumption that the quantization
for all previous layers of A;_; has been done. Fig. 1 shows
the detailed process for the parameters search by PD loss.

As shown in Fig. 2, the scaling factor optimized by the
red line of PD loss (PD) is closer to the scaling factor ex-
pected by task loss. Still, take the ResNet-18 activation, as
mentioned above, as an example. The optimal scaling fac-
tor chosen by PD loss is around 0.35 x N, almost the same
as CE. In particular, we only consider the scaling factors
of activation quantization, and we will discuss the scaling
factors of weight quantization later in Sec. 5.1.

To further investigate how PD loss affects activation scal-
ing factors determination, we respectively evaluate local
metrics and PD loss on ResNet-18, ResNet-50 [16], and
RegNetX-600MF [38] as examples. As shown in Tab. 1, the
Min-Max quantization strategy (i.e.Eq. (1)) loses all quan-
tization accuracy in the extremely low-bit. Compared to
the local metric (Min-Max, MSE, Cosine), the quantiza-
tion parameters optimization strategy with PD loss exhibits
better results on ImageNet [39] dataset. The results ver-
ify that PD loss can significantly improve quantization per-
formance in the extremely low-bit of the activation scaling
factors. Moreover, it indicates that the widely used local
metric could be better at low-bit. However, only optimizing
the scaling factor does not gain usable results, although PD
loss can achieve improvement. So we further verified the ef-
fect of our proposed PD loss with the optimization of both
activation scaling factors and rounding values in Sec. 3.2,
which can achieve usable accuracy at extremely low-bit.

We choose Kullback-Leibler (KL) divergence as the PD
loss metric to measure the prediction difference for the clas-
sification networks. We will discuss the choice of PD loss
in Sec. 5.2. For the detailed implementation of KL, we fol-
low [18]. In summary, according to our analysis, consid-
ering prediction differences is beneficial for searching the
activation scaling factors at low-bit.

3.2. Prediction Difference Loss with Regularization

Recently, some PTQ methods (such as AdaRound [31],
BRECQ [25], and QDrop [47]) have achieved remarkable
progress on PTQ, especially in low-bit. They propose op-
timizing a continuous variable for each weight value that
will be quantized. These variables, called rounding val-
ues, determine whether weight values will be rounded up or
down during the quantization process. The quantization pa-
rameters in these PTQ methods contain scaling factors and
rounding values. In summary, we can describe the process

of weight quantization as follows:

- T +0
T = clamp <L51 + Z5 Qmin, Lhna:c) s “4)

where 6 is the optimization variable for each weight value to
decide rounding results up or down [31], i.e., % ranges from
0 to 1. Other parameters are consistent with Eq. (1). As for
activation quantization, the quantization steps are also the
same as Eq. (1).

The next problem is whether PD loss (as described in
Sec. 3.1) can also improve the optimization of both scaling
factors and rounding values. We conduct preliminary ex-
periments with PD loss on the ImageNet dataset with 1024
calibration samples to answer this question. We calculate
PD loss as the difference between the prediction of the FP
model and the prediction of the quantized model. However,
as shown in Tab. 2, the performance of PD-only degrades
severely in all settings. Moreover, it performs much worse
on the validation set than on the calibration set. For ex-
ample, the accuracy of 2 bit quantization (W2A2) on the
calibration set is almost equal to the FP model on ResNet-
18 [16], but the performance on the validation set is ex-
tremely poor. This phenomenon indicates that the model
suffers from a severe overfitting problem. This issue arises
from the limited amount of data available for calibration.

To address the above overfitting problem, we introduce
an explicit regularization [17,36,47] by adding a constraint
to the optimization problem. Our regularization approach
constrains the difference between the FP and quantized acti-
vation of the internal block. On the one hand, the regulariza-
tion can encourage the quantized model to learn the robust-
ness from the FP model. On the other hand, regularization
is beneficial to minimize the perturbation caused by quan-
tization, which is verified to be effective in BRECQ [25].
Specifically, PD-Quant adopts PD loss to guide the quanti-
zation parameter optimization and introduces regularization
to alleviate overfitting. In our implementation, we regard
block as the smallest unit as in previous work [21,25,47,52]
and quantize neural networks from shallow to deep. In more

Method Bits (W/A) Acc(val) Acc(cali)
FP 32/32 71.01 70.90
PD-only 1.07 70.51
PD+Reg 2/2 49.16 71.09
PD+Reg+Drop 52.74 68.26
PD-only 51.32 70.41
PD+Reg 472 56.20 70.41
PD+Reg+Drop 58.17 68.36

Table 2. PTQ accuracy on ImageNet at ResNet18 with 1024 cali-
bration images. Reg means regularization. Acc(val)/Acc(cali) de-
notes the top-1 accuracy (%) on validation/calibration set.
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Figure 3. An overview of the PD-Quant. The blue and yellow
rectangles indicate the quantized and FP layer, respectively. The
green diamond is marked as the loss function. The green circle
with DC indicates the Distribution Correction. FP output is the
prediction of the whole FP network.

detail, when quantizing the l;;, block, our optimization ob-
jective is as follows:

arg Tgnén £PD(Ofpa fl+1 (lel) + A7‘£7‘eg (Al7 Al))7

Al = B?(Al—l; 97 Sa)7

®)

where 6 is described in equation Eq. (4), and S, is the acti-
vation quantization scaling factor. )\, is a hyper-parameter
to control the degree of regularization. L,.4 is the regular-
ization loss to alleviate the overfitting problem. Here we
use the MSE distance between each block’s output feature
maps before and after quantization as £,.., = || 4; — 4,3
Bj! denotes the block being quantized with input A;_1. Like
Sec. 3.1, we also make the quantization for all previous lay-
ers of the input A,_1 has been done. fi+1() is the part of
the FP network mapping the output of quantizing block A
to the final prediction. O, is the FP prediction as the target
in PD loss. Fig. 3 shows the overview of our PD-Quant.

By introducing regularization, the performance of the
quantized model has been dramatically improved, shown
in Tab. 2 as PD+Reg. The overfitting problem has been
effectively alleviated, and the gap in performance between
the calibration set and the validation set has narrowed a lot.
Random drop is also a regularization method, a supplement
to our method for alleviating overfitting. We introduce acti-
vation drop in the feature map as QDROP [47], which can
further improve the performance of the quantized model.
The introduction of drop does not conflict with our method,
and we only introduce it when computing the regularization
loss.

3.3. Distribution Correction for Regularization

In this section, we will introduce a novel method to im-
prove the generalizability of the quantized model further.
Since only limited unlabeled images are accessible in PTQ,
quantization parameters are determined only by activating
these few samples. However, the feature distribution of such
small data is difficult to reflect the feature distribution of the
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Figure 4. We plot the Distribution Correction for post-conv acti-
vation on the last block of ResNet18. OAD means the original ac-
tivation distribution, and ADC denotes the original activation dis-
tribution (OAD) rectified by DC. Two histograms in blue and or-
ange represent their distribution. The red line is the kernel density
estimate (KDE) curve for different numbers of calibration(CALI)
from the ImageNet training set.

whole training set. As described in Sec. 3.2, our regulariza-
tion loss computes the distance between the quantized block
activation and the FP block activation.

We propose a novel method to adjust the feature from the
FP block itself, i.e., rectifying the feature by the statistics
stored in the pre-trained FP model’s Batch Normalization
(BN) layer. Specifically, we correct the activation distribu-
tion of each FP block’s input by achieving an approximate
mean and variance between the activation and BN statistics.
Since these BN statistics come from the whole training set,
the corrected distribution of activations will be closer to the
distribution of the entire training set. Through learning the
corrected FP feature distribution, the quantized model by
DC has better generalizability.

Assuming there are n Batch Normalization (BN) layers
in the l;;, block, we can compute the mean and variance of
their input, denoting {/i(; ;). 6¢;)li = 0,1..n}. And the
original mean f(; ;) and variance o(; ;) are recorded in BN
layers. We modify the input of the block AF'f to APS using
the following optimization:

n

arg min A,
ADC
-1 =1

(Il iy = i I3+ 1 6 — o 113)

(6)
+ 1 APS - AT
where A, is a hyper-parameter. We fine-tuning the input
APY so that fi(; ;) and 6(; ) are closer to ju(; ;) and o(; ).
The second term in Eq. (6) is to make the modified AP9



Methods Bits (W/A)  ResNet-18  ResNet-50  MobileNetV2  RegNetX-600MF  RegNetX-3.2GF MNasx2
Full Prec. 32/32 71.01 76.63 72.62 73.52 78.46 76.52
ACIQ-Mix [1] 67.00 73.80 - - - -
LAPQ [33] 60.30 70.00 49.70 57.71 55.89 65.32
Bit-Split [40] 44 67.56 73.71 - - - -
AdaRound [31] 67.96 73.88 61.52 68.20 73.85 68.86
QDrop [47]* 69.17 75.15 68.07 70.91 76.40 72.81
PD-Quant 69.23+0.06  75.16+0.07 68.19+0.12 70.95+0.12 76.65+0.09 73.26+0.09
LAPQ 0.18 0.14 0.13 0.17 0.12 0.18
Adaround 24 0.11 0.12 0.15 - - -
QDrop* 64.57 70.09 53.37 63.18 71.96 63.23
PD-Quant 65.17+0.08  70.77+0.15 55.17+0.28 63.89+0.13 72.38+0.11 63.40+0.21
QDrop* an 57.56 63.26 17.30 49.73 62.00 34.12
PD-Quant 58.59+0.15  64.18+0.14 20.10+0.37 51.09+0.15 62.79+0.13 39.13+0.51
QDrop* n 51.42 55.45 10.28 39.01 54.38 23.59
PD-Quant 53.14+0.14  57.16+0.15 13.76+0.40 40.67+0.26 55.06+0.23 27.58+0.60

Table 3. Comparison on PD-Quant with various post-training quantization algorithms. * denotes our implementation using open-source

codes. PD-Quant is our proposed method. Other results listed are all from [

]. We gain the results of 10 runs using randomly sampled

calibration sets. The results in the table include the mean and standard deviation.

not deviate too much from AlF_ };. As shown in Fig. 3, we
inference with Allz Cl to get A; and calculate L,.,.

In Fig. 4, we visualize the effect of our proposed DC. For
all four subplots, the blue column (OAD) means an original
activation distribution of 1024 calibration samples, and the
orange column (ADC) denotes the OAD rectified by DC.
Fig. 4a is the histogram of OAD and ADC. The red line in
Fig. 4b is the kernel density estimate (KDE) curve for 1024
calibration samples. Next, we increase the number of cali-
bration samples. Fig. 4c and Fig. 4d show the KDE curve
for 5120 and 51200 calibration samples from the ImageNet
training set. From Fig. 4, we notice that as the number of
calibration samples increases, the KDE curve of calibration
samples is closer to the ADC. The illustration shows that the
distribution of ADC, produced by the DC from OAD, can
reflect the distribution of more samples in the training set
and improve the generalizability of the quantized model.

4. Experimental Results
4.1. Experimental Environments

We quantize various CNN architectures to evalu-
ate our proposed method, including ResNet [16], Mo-
bileNetV2 [40], RegNet [38], and MNasNet [41]. The FP
pre-trained models for all our implementation in the exper-
iments are from [25]. Our method evaluates on ImageNet
dataset [39] with a batch size of 32. We randomly sample
1024 images from the ImageNet training dataset as the cal-
ibration set. In addition, we also set the first and the last
layer quantization to 8-bit for all PTQ experiments unless
otherwise specified. We keep the same quantization settings
and hyper-parameters in our implementation as QDrop [47].

The learning rate for the activation quantization scaling fac-
tor is 4e-5, and for weight quantization rounding, the learn-
ing rate is 3e-3. The DC is with a learning rate of le-3. The
choice of hyper-parameter A\, and ). in Eq. (5) and Eq. (6)
will be discussed later in Sec. 4.4, respectively. Quantiza-
tion parameters are fine-tuning with 20000 iterations. Our
code is based on Pytorch [35] and we evaluate all our ex-
periments on a single Nvidia RTX A6000.

4.2. Performance Comparison

We comprehensively compare our PD-Quant with mul-
tiple PTQ algorithms in many bit-settings and find that PD-
Quant achieves performance improvement, especially in ex-
tremely low-bit. Considering that only optimizing the acti-
vation scaling factors can not achieve usable results at low
bits, all our experiments below optimize both rounding val-
ues and activation scaling factors unless otherwise speci-
fied. We choose the best-performing method QDrop [47] as
our baseline. The results of QDrop in open-source code are
higher than those in their paper. We introduced a drop [47]
in the regularization process as described in Sec. 3.2. All
our experiments with regularization include it unless other-
wise stated.

In summarizing the results in Tab. 3, it can be ob-
served that PD-Quant achieves significant improvements
compared with those strong baselines of PTQ. When quan-
tizing the network to W4A4, experiments show that PD-
Quant slightly improves QDrop. However, the benefits
of PD-Quant become more apparent as the bit-width de-
creases. At the W2A4 bit setting, the performance of PD-
Quant is better than the baseline in all network architec-
tures. With W4A2 quantization, PD-Quant can improve the



accuracy of MobileNetV2 by 2.8% and RegNet-600MF by
1.4%. For more challenging cases W2A2, the performance
of PD-Quant surpasses QDrop in all networks. According
to the table, PD-Quant reaches 27.58% in MNasNet, while
QDrop only gets 23.59%. Since we use the same quanti-
zation setting with QDrop, the results indicate that the op-
timization strategy with our PD-Quant plays a critical role
in extremely low-bit. Once PD-Quant finishes optimizing
the quantization parameters, no additional computation is
required for inference.

As in previous PTQ work, we also keep the first and last
layer 8-bit. The results in Tab. 3 are all done with the 8-bit
setting. Nevertheless, to be noted, some work [21, 25, 52]
adds an extra first layer’s output 8-bit, which will perform
better than our 8-bit setting. Therefore, we conduct further
experiments to ensure the effectiveness of our method com-
pared with these methods. Specifically, we use the same
8-bit settings as these methods for experiments, and the re-
sults are shown in Tab. 4.

Methods Bits (W/A) ResNet-18 MobileNetV2
Full Prec. 32/32 71.01 72.62
BRECQ [25] 69.60 66.57
RAPQ [57] 4/4 69.28 64.48
PD-Quant 69.72 68.76
BRECQ [25] 64.80 53.34
RAPQ [52] 2/4 65.32 48.12
PD-Quant 65.56 55.32

Table 4. Comparison on PD-Quant with different post-training
quantization algorithms in another 8-bit setting.

4.3. Ablation Study

Tab. 5 shows the ablation study of our proposed method
compared with the baseline (QDrop) [47]. We quantize
ResNet-18 and MobileNetV2 as examples to analyze the ef-
fects of PD and DC on the overall method. We evaluate our
method on W2A2 and W4A2, which can reveal the impact
of each component. PD-only optimizes the quantization pa-
rameters (activation scaling factors and rounding values) by
only PD loss. However, there is a huge drop in results be-
cause of over-fitting, as analyzed in Sec. 3.2. We introduce
Regularization to compensate for the performance loss of
PD-only and achieve higher accuracy than the baseline.

Since QDrop optimizes the quantization parameters by
computing the difference between the activation of the
quantized block and the FP block. So our proposed DC
can be well applied to this baseline method to alleviate the
overfitting problem. Seeing the effect of QDrop+DC, it can
improve by 0.9% at W2A2 campared with the baseline. In
our PD-Quant, the introduction of DC can also further im-
prove the performance by around 0.7% in MobileNetV2 at
the W2A2 setting.

The impact of introducing prediction difference can
be seen from PD+Reg. PD loss with regularization can
improve the accuracy of ResNet-18 by 1.68% and Mo-
bileNetV2 by 3.21% compared with the baseline at the
W2A2 bit setting. In W4A2 quantization, the performance
of our method is also better than the baseline.

Model ResNet-18 MobileNetV2
Bits W2A2 W4A2 W2A2 W4A2

QDrop 5142 5756 1028 17.30
PD-only 1.07 51.32 7.01 13.59
PD+Reg 52.74 5817 13.49  20.05
QDrop+DC 5232  57.77 1038 17.58
PD-Quant 53.08 58.65 14.17 20.40

Table 5. Ablation study (top-1 accuracy(%)) on validation set for
our proposed method. QDrop is the baseline method. PD-only
means optimizing quantization parameters by only PD loss. Reg
means regularization. PD-Quant is our proposed method, includ-
ing PD, Reg, and DC for optimizing both activation scaling factors
and rounding values.

4.4. Hyperparameters Analysis

As described in Eq. (5), there is a hyper-parameter A,
in the optimization objective. A, limits the strength of the
regularization constraint. We analyze how it affects quan-
tization performance on ResNet-18 and MobileNetV2 with
W2A2 quantization. According to Tab. 6, we found that dif-
ferent networks have different optimal )\, but our method
is not very sensitive to it. Results show that the proposed
method can achieve a steady accuracy without tedious hy-
perparameter tuning.

Ar
005 01 02 05 1

ResNet-18 5243 52.60 52.74 5258 52.55
MobileNetV2 1348 13.49 13.03 1337 12.38

Model

Table 6. Hyperparameter analysis for A\, at W2A2 setting.

Model Ae
0 0.001 0.005 0.01 0.02
ResNet-18 52.74 53.04 52.87 52.89 53.08

MobileNetV2 1349 13.77 14.17 13.24 13.09

Table 7. Hyperparameter analysis for A\. at W2A2 setting.

Moreover, we also conduct experiments to analyze the
hyperparameter in Distribution Correction. As illustrated in
Eq. (6), A, controls the degree of correction. We demon-
strate how A, affects model performance in Tab. 7, where
Ae = 0 means no DC.



Although there is some effect when A, changes, our DC
method can also get a stable level of accuracy without hand-
crafted hyper-parameter adjusting.

5. Discussion

In this section, we will first discuss why we do not deter-
mine weight quantization scaling factors by PD loss. Then
the reasons for choosing KL to calculate the prediction dif-
ference will be explained. Finally, we will analyze the lim-
itations of PD-Quant.

5.1. Weight Quantization Scaling Factor With PD
Loss

We didn’t use PD loss to find weight quantization scal-
ing factors (5,,) in Sec. 3.1 because weight quantization
is different from activation quantization. Current methods
mostly quantize weights per channel, resulting in a much
larger search space than activation quantization. Besides,
our experiments in Tab. 8 show that the weight scaling fac-
tors are not sensitive to the introduction of PD information.

. W2A32 W32A2
Metric
First layer ~All layers First layer All layers
MSE! 11.09 0.09 56.10 23.38
PDY 10.98 0.10 56.83 28.66

Table 8. We quantize only weights/activations for ResNet-18 to in-
vestigate how PD loss affects weight/activation quantization scal-
ing factors. The results listed include only quantizing the first layer
of the model and quantizing all layers.

We evaluate how PD loss affects activation scaling fac-
tors and weight scaling factors in Tab. 8. To avoid the in-
fluence of other quantization parameters, we optimize only
scaling factors in the experiments. As can be seen, all exist-
ing methods fall crash, including PD loss, when we quantize
the weights with low bits. To better understand the impact
of our method on weight quantization, we conducted an ex-
periment on the first layer only, referred to as “First Layer”
for the rest of the paper. Unlike the previous experiments,
the First Layer did not set the first and last layer to 8 bit, and
we set per-tensor weight quantization in the First Layer of
W2A32. Our method can effectively search for the optimal
scaling factor during activation quantization at low bits, but
not for weight quantization. We think this is because the pa-
rameter space of weights is deterministic, while the param-
eter space of activations varies with different input image.

5.2. Determination of PD loss

In Tab. 9, we have compared different global metrics for
searching the activation quantization scaling factors. MSEY
and Cosine? measure the difference between the quantized
prediction and FP prediction by MSE distance and cosine

distance. KLY consider the KL divergence [ 18] of the two
models’ prediction. As can be seen in Tab. 9, KL per-
forms best among all metrics. We believe this is because
our quantization process can be seen as a knowledge distil-
lation [ 12, 18], where the quantized model is the student and
the FP model is the teacher.

Model ResNet-18 RegNet-600M
Metric W8A2 W4A2 W8A2 W4A2

MSEY 27.06 11.13 3.70 1.64
Cosined  27.28 7.12 5.93 3.06
KLY 2841 12.27 7.47 3.17

Table 9. Metric test (top-1 accuracy(%) on validation set for acti-
vation scaling factors. ¢ means calculating the difference between
predictions.

5.3. Limitations

PD-Qunat requires additional computation and fine-
tuning compared to the baseline method QDROP, result-
ing in increased time cost. The time cost of quantization
is shown in Tab. 10. While training time consumption is a
limitation of PD-Quant, our method’s additional time cost
is acceptable when compared to quantization-aware train-
ing (QAT) methods. For example, LSQ [9], a QAT method,
takes 120 hours to train for 90 epochs at ResNet-18, while
PD-Quant only needs 1 hour.

Method ResNet-18 MobileNetV2 RegNetX-600MF

QDrop 0.43h 0.93h 0.8%h
PD 0.91h 2.26h 2.37h
PD+DC 1.11h 2.68h 2.75h

Table 10. Time cost comparison. (one Nvidia RTX A6000)

6. Conclusion

In this work, we first observed that it was very benefi-
cial to introduce PD information when optimizing the ac-
tivation scaling factors at low-bit. Based on this observa-
tion, we proposed PD-Quant, an effective method for post-
training quantization. When optimizing activation scaling
factors and rounding values, we discovered that our pro-
posed method could also improve current methods. In ad-
dition, we found that over-fitting is a factor that leads to
performance degradation. To respond to this problem, we
propose a method to correct the calibration set distribution
to improve model generalizability. The experimental results
show that PD-Quant is very effective at low bits.
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Appendix

A. More Details of CNN models Implementa-
tions

This section will add more experimental details for CNN
models. We apply different hyper-parameters A, and \. for
different types of networks. The regularization parameter
Ay is set to 0.2 for ResNet-18 and ResNet-50 [16] and 0.1
for other CNN architectures. Moreover, we set the hyper-
parameter A\, for DC to 0.005 for MobileNetV2 [40], 0.001
for MNasNet [41], and 0.02 for other CNN architectures.

B. Effects on different calibration data sizes

We conduct experiments on 256, 1024, and 4096 calibra-
tion data sizes. Tab. 11 shows that PD is effective on cali-
bration data of different sizes. The effect of DC decreases as
the size of calibration sets increases because the calibration
set’s distribution is getting closer to the training set.

Model ResNet-18 MobileNetV2
Size 256 1024 4096 256 1024 4096
QDrop 4622 5142 5448 7.53 10.28 10.88
PD 46.76 5274 5530 929 1349 1647
PD+DC 47.28 53.08 5533 948 14.17 16.55

Table 11. Effects on different calibration dataset sizes for PD-
Quant. All the results in the table are quantized to W2A2.

C. PD Loss on Transformer Models

Besides CNN, we further extend the proposed method to
Transformer models. We evaluate our PD-Quant on both
ViT [8] and DeiT [42] at different bit settings.

C.1. Implementation Details

We keep most parameter settings the same as in CNN,
including the learning rate, iterations, and calibration data
numbers. However, we set the batch size to 16 and regu-
larization parameters A, to 0.1 for Transformer models. We
did not apply DC to the quantization of Transformer models
because there are no batch normalization layers.

We quantize all the weights and inputs for the fully-
connect layers, including the first projection layer and the
last head layer. The two input matrices for the matrix mul-
tiplications in the self-attention modules are also quantized.
Moreover, the inputs of the softmax layers and the normal-
ization layers are not quantized, the same as in previous
work [30,53].

We still take QDrop as the baseline method and define
the encoder in Transformer models as the block. Our imple-
mentation for Transformer models is based on open-source
code, and the pre-trained FP models are all from [48].



Model Method Bits (W/A) Acc (%)
PTQ4ViT* [53] 70.72
QDrop* [47] W6A6 70.25
PD-Quant 70.84
PTQ4ViT* [53] 53.55
ViT-S/16/224 QDrop* [47] W4A6 67.57
74.65 PD-Quant 68.64
PTQ4ViT* [53] 0.31
QDrop* [47] W2A6 45.16
PD-Quant 48.13
PTQ4ViT* [53] 74.24
QDrop* [47] WO6A6 75.76
PD-Quant 75.82
PTQ4ViT* [53] 52.97
ViT-B/16/224 QDrop* [47] W4A6 75.51
78.01 PD-Quant 75.52
PTQ4ViT* [53] 0.24
QDrop* [47] W2A6 63.74
PD-Quant 64.51
PTQ4ViT* [53] 76.83
QDrop* [47] W6A6 77.95
PD-Quant 78.33
PTQ4ViT* [53] 74.17
DeiT-S/16/224 QDrop* [47] W4A6 77.66
79.71 PD-Quant 77.88
PTQ4ViT* [53] 3.79
QDrop* [47] W2A6 65.76
PD-Quant 67.53

Table 12. Comparison on PD-Quant for Transformer models.
* represents our implementation with open-source code. ViT-
S/16/224 denotes patch size is 16 X 16 the input resolution is
224 x 224. All the results listed are the top-1 accuracy (%).

C.2. Performance Comparison

We compare our proposed PD-Quant with QDrop [47]
and PTQ4ViT [53] for both ViT and DeiT. PQT4ViT is a
post-training quantization framework designed for Trans-
former model quantization. Moreover, it shows the state-
of-the-art results among all transformer quantization algo-
rithms in W6A6. We keep the same quantization environ-
ment and use the same pre-trained model for comparison.

As seen in Sec. C.1, PD-Quant can improve the results
of QDrop, similar to the effects in CNN models. We imple-
mented PTQ4ViT based on open-source code.

D. Optimization of Activation Scaling Factors
and Rounding values

QAT method LSQ [9] first optimizes activation scaling
factors (5,) by final objective. Since only limited unlabeled
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data is available in PTQ, we propose PD loss to optimize
Sa. When optimizing only S,, the gradients are given by

aﬁp[) X
— —_— >
0 dmacx [ dmazx
8£p]_‘) o 8£pD T X X
3Sa - a‘% (I_Sa] Sa) dmin < Sa < dmaz >
6£pD x
= . < .
a‘% q"nn a — q"nn

@)
where STE [2] calculates the gradients of the round func-
tion.

When optimizing rounding values (#), we follow [31] to
adopt a sigmoid-like function o (6) deciding weight round-
ing up or down. The minimization problem for 6 conver-
gence is given by

i 1—|20(0) —1/° 8

argmin ) (1~ [20(0) - 1/%), ®)

where o(f) = 0 means weight rounds down and () = 1
means weight rounds up.
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