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Abstract

Despite recent advances in Generative Adversarial Net-

works (GANs), with special focus to the Deepfake phe-

nomenon there is no a clear understanding neither in terms

of explainability nor of recognition of the involved models.

In particular, the recognition of a specific GAN model that

generated the deepfake image compared to many other pos-

sible models created by the same generative architecture

(e.g. StyleGAN) is a task not yet completely addressed in the

state-of-the-art. In this work, a robust processing pipeline

to evaluate the possibility to point-out analytic fingerprints

for Deepfake model recognition is presented. After exploit-

ing the latent space of 50 slightly different models through

an in-depth analysis on the generated images, a proper en-

coder was trained to discriminate among these models ob-

taining a classification accuracy of over 96%. Once demon-

strated the possibility to discriminate extremely similar im-

ages, a dedicated metric exploiting the insights discovered

in the latent space was introduced. By achieving a final ac-

curacy of more than 94% for the Model Recognition task

on images generated by models not employed in the train-

ing phase, this study takes an important step in countering

the Deepfake phenomenon introducing a sort of signature

in some sense similar to those employed in the multimedia

forensics field (e.g. for camera source identification task,

image ballistics task, etc).

1. Introduction

The phenomenon of the so-called Deepfake has been ob-

served and treated with growing concerns and interests in

recent years by the research community. In summary, there

is quite agreement on the nature and disruptive potential of

this technology: based on a particular application of Gen-

erative Adversarial Networks (GAN) [14] they synthesize

extremely realistic multimedia content.

Legal literature in recent years has dealt with the subject

from the perspective of national security and safeguarding

of the democratic order and the protection of privacy, as

well as the reputational damage of natural and legal persons,

as well as the crime related to non-consensual dissemination

of sexually explicit images. For this reason, the computer

science community has addressed the problem by focusing

on proving the authenticity of an image [17, 27] or by de-

veloping more and more sophisticated Deepfake Detection

techniques [15, 25, 26, 32, 33,35].

Deepfake images are so realistic that even specialists can

find it difficult to detect them [19]. On the other hand,

it seems that state-of-the-art (SOTA) techniques are sur-

prisingly efficient to spot them and even to recognize the

architecture. Thus, a new and more difficult challenge

could be to recognize the model (defined as the set of

weights/parameters) which is an instance of a specific archi-

tecture. Having a Model Recognition solution could enable

the possibility of attributing an image to a specific model

owner (i.e. for Intellectual Property).

Detection and model recognition are definitely required

to approach and counter the Deepfake phenomenon. To

prove the ownership or authenticity of an image generated

by a given model of a specific architecture, novel strategies

with proper “metrics” are needed. This is of utmost impor-

tance in the media forensics field, to reconstruct the origin

of an image [10]. New definitions can be given for the im-

age ballistics investigation when Deepfake images are in-

volved: SOTA Deepfake Detectors and Architecture Classi-

fiers could be associated with the camera model identifica-

tion task whilst the camera source identification task could

be equivalent to a Deepfake Model Recognition task, given

a specific architecture. This last task has not yet been inves-

tigated in literature.

A fundamental element of all GAN architectures is their

latent space. In summary, the N-dimensional latent space

of a GAN represents all the patterns learned by the “Gen-

erator” in the training phase related to the training data.

Essentially, it maps the space to specific features of the

training data. This is fundamentally used to re-create syn-

thetic multimedia data with features similar to those of the

http://arxiv.org/abs/2204.04513v1


Figure 1. Schematic representation of the robust processing pipeline proposed for Deepfake Model Recognition. At first, a dataset has to

be created (a) by fine-tuning different models and thus generating images. In general, an efficient Deepfake detector/classifier could be

employed at first from those available in literature. Then, an encoder (b) is trained for the recognition task on the a-priori known models.

The obtained feature vectors on a two-dimensional space shows the discriminative power of features encoded by the baseline encoder.

Finally, the first layer of the trained encoder is exploited in a metric learning approach.

dataset used during the training phase. Each time a GAN

model is trained the latent space will be different. Several

attempts to introduce GAN explainability have been pro-

posed by exploiting the visual concept vocabulary [29], an-

alyzing/basing on node collapse [5] , and by interpreting

the latent semantic space [31]. StyleGAN [1], among oth-

ers, is an example of generative architecture that introduced

a specific latent space to incorporate semantic information

for face editing.

In this paper, the latent spaces of 50 slightly different

StyleGAN2 [22] models were explored in depth. To this

end, to reduce any correlation to high-level semantic con-

tent, only images of faces were taken into account. First,

50 different generative models were trained and the gen-

erated images were analyzed considering standard visual

metrics and distances with respect to the latent space of

each model. The discovered insights, confirmed the exis-

tence of traces linked to the StyleGAN2 architecture, thus

explaining why SOTA detection solutions are able to ob-

tain astonishing results. As a matter of fact, the Deepfake

Detection task is simpler than recognizing a model which

generated an image from a given architecture. To propose

a novel processing pipeline and methodology for this new

and more challenging task, a Resnet-18 [18] encoder was

trained with the objective of classifying images among 50

a-priori known slightly different models of the StyleGAN2

architecture. An overall accuracy of 96.24% demonstrated

the possibility of discriminating extremely similar images

for the Deepfake Model Recognition task. Thus, a dedi-

cated metric exploiting the encoded feature was introduced.

Experimental results demonstrated the effectiveness of the

proposed metric, for making the first milestone in coun-

tering the Deepfake phenomenon by introducing a method

equivalent to the camera source identification task which is

well known to image forensics experts. Finally, the pro-

cessing pipeline and metric were experimentally tested to

understand their limitations and generalizing ability. The

main contributions of this paper are summarized as follows:

1. An in-depth exploration of the latent space of the

slightly different StyleGAN2 models, and a descrip-

tion of the insights discovered;

2. A new pipeline for the Deepfake Model Recognition

task, given a specific architecture. Figure 1 schemati-

cally shows the overall framework;

3. A methodology to encode a robust descriptor and a re-

spective metric for Deepfake Model Recognition.

4. Datasets and code for Deepfake Model creation and

recognition, publicly available.

The remainder of this paper is organized as follows: Sec-

tion 2 briefly overviews related works from literature. Sec-

tion 3 introduces the notation and a detailed description of

the methodology used to train different models and generate

images. Then, Section 4 presents the pipeline for Deefake

Model Recognition which is finally tested and discussed

in Section 5. Finally, a summarized discussion is reported



in Section 6 that concludes the paper with hints for future

works.

2. Related Works

Deepfake images are generally created by techniques

based on GANs, originally introduced by Goodfellow et

al. [14]. Since 2014, many architectures and variants have

been proposed [6]; one of the most recent and powerful

methods regarding the entire-face synthesis is the Style

Generative Adversarial Network architecture or commonly

called StyleGAN [21]. It is capable not only of generating

impressive photo-realistic and high-quality faces, but also

offers some kind of control in terms of the overall style

of the generated image at different levels of detail. Later,

Karras et al. made some improvements to the technique

proposing the StyleGAN2 [22] architecture. Images gener-

ated by StyleGAN2 are extremely realistic and many tech-

niques have already been proposed to detect their fakeness.

On this topic, several overviews on Media forensics with

a particular focus on Deepfakes have been recently pub-

lished [11, 26, 33, 35, 44].

To analyze the authenticity of a digital media (image, au-

dio, video) and reconstruct its history (provenance and phy-

logeny), SOTA techniques could be divided into two major

categories: active and passive [4, 28].

Active techniques embed an hidden signature on images

by varying the image creation process (generative process

when dealing with Deepfakes). This signature can be de-

tected at any time in the life-cycle of an image. Active

techniques related to Deepfake images have been proposed

recently: watermarking techniques [36, 43], which embed

information on pixels and Neural Network Watermarking

techniques [34,40,42], which embed information on the net-

work parameters. While being highly efficient, if a water-

mark is not embedded preliminarly on images only passive

techniques could be employed. Moreover, if the embedding

process is known, watermark canceling and extraction could

be performed.

However, passive techniques attempt to extract hidden

signatures accidentally left by the creation process of im-

ages. These techniques are less efficient than active ones

but they could be employed in any scenario. In general,

they can only deal with easier tasks, such as: Deepfake De-

tection, which is a binary classification task between real

and fake images; and Deepfake Attribution (or GAN ar-

chitecture recognition), which is a multi-class classifica-

tion task. Indeed, Deepfake Detection techniques in SOTA

seem to solve an extremely easy task [38]. This fact was

demonstrated to be related to a sort of fingerprint, a convolu-

tional trace, left on the images by the GAN generative pro-

cess [16, 24]. The underlying trace, invisible to the human

eye, can be easily spotted in the frequency domain [8]: Dis-

crete Cosine Transform (DCT) analysis, for example, could

lead to the development of extremely powerful, explainable

and efficient detectors [9, 12]. Many techniques are avail-

able in literature that focus on different architectures and

scenarios [2, 7, 13, 16, 37, 39].

All the aforementioned passive approaches are able to

achieve high accuracy scores, even in the GAN Architec-

ture Classification task. Creation, detection, and architec-

ture recognition have been the main topics addressed by the

scientific community A first study on the recognition task

was recently proposed by Asnani et al. [3]: an “agnostic”

prediction solution of the architecture that generated a given

image. For instance, given an image, they are able to infer

the structure (with an overall hyper-parameter setting) of the

GAN architecture which generated that image. In particu-

lar, they make use of a specific single instance of a model

for each considered architecture.

None of the above-mentioned SOTA approaches (Deep-

fake Detection, GAN Architecture Classification, Attribute

Recognition) are sufficient to recognize if an image was

generated by someone employing not only a given architec-

ture but a specific model of that given architecture, defined

by its set of unique (hyper) parameters [41] (among differ-

ent instances). This last task could be defined as Deepfake

Model Recognition and it has not yet been completely ad-

dressed in literature. This paper deals with this lack in liter-

ature by proposing a preliminary metric-based solution and

methodology.

3. A Dataset for Model Recognition

StyleGAN2 is the architecture considered as the first

example of delving into the Deepfake Model Recognition

task. Specifically, StyleGAN2-ADA [20] was the em-

ployed implementation given its fine-tuning training easi-

ness which, with few training examples, is able to obtain al-

most completely artifact-free Deepfake face images. More-

over, the StyleGAN2-ADA implementation easily allows to

freeze the weights/parameters of a user-defined number of

layers in the “Discriminator” during the training operations.

In order to have this freezing ability also available for the

layers of the “Generator”, the original implementation of

StyleGAN2-ADA was customized. This was of key impor-

tance for the task of training different models with slightly

different parameters (aka weights) from which generating

images extremely similar to each other and almost “identi-

cal” to human eyes. To facilitate the reading of this paper,

given the high number of slightly different models and the

complexity of the created dataset, a mathematical formal-

ism will be introduced in the following.

3.1. The Models

Let MST2 be the well-known pre-trained StyleGAN2

model 1, several fine-tune trainings were carried out by

1https://github.com/NVlabs/stylegan2

https://github.com/NVlabs/stylegan2


Figure 2. Generated image examples from the slightly different models employed in the experiments.

Generator Discriminator

synthesis.b1024.conv0 b4.mbstd

synthesis.b1024.conv1 b4.conv

synthesis.b1024.torgb b4.fc

synthesis.b1024:0 b4.out

synthesis.b1024:1

Table 1. StyleGAN2 Generator G and Discriminator D structure.

The first column describes layer b1024 in the synthesis block in

G; the second column represents the structure of layer b4 in D.

These blocks represent the layers that were re-trained during the

fine-tuning procedure

freezing all the layers except the latter in the Generator (G)

and Disciminator (D) considering the FFHQ as the training

dataset (employed in the same way as described in the offi-

cial StyleGAN2-ADA Github repository 2). Training oper-

ations were carried out by varying only the following hyper-

parameters: k-img ∈ {1, 2, ..., 10} and p ∈ [0, 1], which de-

scribe training-set augmentation probability. Note that these

hyper-parameters affect the training process only, while all

the other hyper-parameters were left as StyleGAN2-ADA

defaults. All possible combinations of pairs (k̄, p̄) with

k̄ ∈ k-img and p̄ ∈ p were considered (examples (1, 0.1),

(1, 0.2), ... (10, 0.9), (10, 1.0)) to obtain a total of 100
StyleGAN2-ADA fine-tuned models (MST2−ADA). For

each MST2−ADA, 1, 000 images were generated for a to-

tal of 100, 000 images.

Figure 2 shows samples of the generated images: the

first column shows images created by the pre-trained

StyleGAN2 model (MST2); the remaining columns rep-

resent samples of the images generated by the fine-tuned

StyleGAN2-ADA models, with proper combinations of (k̄,

p̄) parameters.

Let Mi(W ) be the i-th model of MST2−ADA uniquely

defined by its set of parameters (weights) W =

2https://github.com/NVlabs/stylegan2-ada-pytorch

(WG,WD) with WG = {wG1, wG2, ..., wGn} and WD =
{wD1, wD2, ..., wDm}; n and m are the total number of lay-

ers in G andD respectively (e.g.,wG1 represents all weights

of layer1 in G, while wG2 all weights of layer2 in G, etc.).

It is worth to highlight that each model Mi(W ) is uniquely

defined by the values of its parameters W and thus creates

a unique latent space. The W of all MST2−ADA-created

models will differ only by wGn ∈ WG and wDm ∈ WD

which correspond to weights belonging only to the last layer

of G and D. Specifically, as far as the “Generator” is con-

cerned, only the layer named b1024 was not frozen. This

layer, represents the last image synthesis operation and di-

rectly affects the image creation process. Similarly for the

“Discriminator” only the layer named b4 was not frozen.

A detailed description of the composition of the mentioned

layers, for both the Generator and Discriminator, is re-

ported in Table 1. The described training process produced

slight differences in each model parameter set W . This is

demonstrated in Figure 3 where a plot obtained from a 2-

dimensional PCA reduction of the weights extracted from

the last layer of the Generator and the Discriminator of each

Mi(W ) is reported showing an initial exploration of the cor-

responding latent space.

3.2. The images

Let IMi(W ) be the set of images generated by the model

Mi(W ), the IMST2−ADA(W ) images will turn out to be very

similar to each other in terms of visual appearance. This is

due to the slight differences in the weights W among the

different models Mi(W ).

In Figure 2 are reported several images of IMi(W ): some

may show visible artifacts, whereas others may present to-

tally imperceptible variations, not only w.r.t. the basic

StyleGAN2 model MST2 (Figure 2 first column) but also

w.r.t. all the other models MST2−ADA (Figure 2 from col-

umn 2 onwards). In order to understand these impercep-

tible differences, the Structural Similarity Index Measure

https://github.com/NVlabs/stylegan2-ada-pytorch


Figure 3. 2D PCA of the parameters extracted from the last layer of the Generator (a) and the Discriminator (b) of each of the 50 models.

(SSIM) was employed between the image samples gener-

ated by MST2 vs. all those generated by the MST2−ADA

models. Figure 4 shows an example of the results obtained

in form of a matrix comparison. It is possible to note that

in almost all cases the variations between each pair of im-

ages are very small (Figure 4(a)) consequently the Model

Recognition could be a very complicated task.

3.3. Training and Test data definition

In the previous Sections, the creation of Mi(W ) with

i = 1, . . . , 100 different models were described. Only 50

(M1−50) of the 100Mi(W ) models were randomly selected

for the training procedures of the algorithms presented in

the following Sections. Specifically, for each of the selected

model, 1, 000 images were generated. The “baseline” and

the “generalization” phases of the pipeline, as shown in Fig-

ure 1, were trained on this set of images. Testing was car-

ried out on different sets of images: the “baseline” phase

was tested on 300 other images generated by M1−50 mod-

els and the “generalization” phase was tested to compute

proper scores on 300 images generated by each M51−100

models (for a total of 30, 000 images of the two sets).

4. Deepfake Model Recognition

The image dataset and models described in Section 3

only show the faces of people as content. This creates an

extremely challenging scenario in which the characteristics

can be summarized as follows: (i) there are images repre-

senting almost the same faces among the slightly different

employed models; (ii) each face has very small variations

depending on the model. These properties could be of great

importance in obtaining invariance to high-level semantic

features related to the image content. Thus, it is possible

to build a robust processing pipeline that is able to capture

only the discriminating parameters in the latent space of the

MST2−ADA models, making it not related to a specific face

feature.

The objective of a Deepfake Model Recognition task is

to assess whether two images were generated by the same

model by defining a metric L. Formally,

L(F (Iia), F (Ijb )) ∈ [−1, 1] (1)

where Iia ∈ IMi(W ) and I
j
b ∈ IMj(W ) are two im-

ages generated respectively by Mi(W ) and Mj(W ) models

(Mi ∈ MST2−ADA and Mj ∈ MST2−ADA), and F (·) is a

function for fingerprint extraction from a given input image.

The more L is near to “1”, the higher is the probability that

the two images were generated using the same model. On

the other hand, L near to “−1”, means that images were

generated by different models.

The elements of Equation 1 are found in three different

(but consequent) moments:

1. To define and to train an encoder (F ), able to discrim-

inate 50 different classes (M1−50) and demonstrate its

effectiveness by measuring the accuracy even in noisy

scenarios;

2. To employ the trained classifier, as an embedding



Figure 4. SSIM maps comparisons between gray-scale images. (a) shows samples of extremely similar images; (b) shows samples where

the differences are related mainly to the smoothing effects. (c) shows examples where the difference is more evident and related to

misalignments.

Figure 5. Attention maps of the first four layers (L1, L2, L3, L4) of the Resnet-18 trained for the a-priori known model classification task.

method (F ) that is able to exploit the latent spaces,

even for images generated by models never seen dur-

ing the training phase (M51−100);

3. To define and to learn a robust metric L to compare

two images I and assess whether they were generated

by the same model.

Figure 1 graphically schematizes the proposed approach:

starting from the dataset generation phase to the final met-

ric definition; it is possible to build a Model Recognition

pipeline by exploiting a robust “baseline” classifier and a

metric for “generalization”, given a Deepfake architecture.

4.1. Building an encoder for classification

The Resnet-18 encoder was employed for the classifi-

cation task of the images generated by M1−50. Specifi-

cally, the Pytorch implementation of Resnet was used start-

ing from the pre-trained version trained on ImageNet (pub-

licly available in the torchvision module).A fully-connected

layer with an output size of 50 followed by a SoftMax were

added to the last layer of the Resnet-18 in order to be trained

on the specific task. The following settings were employed

for training: learning rate = 0.001, batch size = 30, epochs =

50, “cross entropy loss” as loss function and the Stochastic

Gradient Descent (with momentum = 0.9). Figure 6 shows

the accuracy (a) and loss (b) values of the training phase.

In order to define the best F (·) (see Equation 1), an

evaluation on images was carried out with respect to atten-

tion heat-maps [30] for each layer of the trained Resnet-18.

While Layer-1 encodes features as far as possible both from

the final task and from the semantics, it is possible to note

that Layer-4 concentrates much more on face skin and key-

points than on the overall image parts (Figure 5). Thus,

the best F (·) would be the Layer-1. Moreover, Layer-1 is

the smallest in terms of dimensions and would be better for

computational costs for any kind of further processing. We

also note that all parameters of the employed Resnet were

trained to solve the proposed task. This implies that even

the first layers are able to extract salient features.



(a) (b) (c)

Figure 6. Training accuracy (a) and loss (b) through 50 epochs on raw-images. The confusion matrix in (c) shows classification results

obtained by the best classification model, over 50 classes.

(a) (b) (c)

Figure 7. Training accuracy (a) and loss (b) through 41 epochs on noisy images. The confusion matrix in (c) shows classification results

obtained by the best classification model, over 50 classes.

4.2. Learning a metric

The best model obtained in the operations described in

Section 4.1 was selected as F w.r.t. Equation 1. Specif-

ically, given a generic image I created from any model

MST2−ADA, given the feature vector extracted from the

output of Layer-1 of the trained Resnet-18, a tensor with

dimensions (1, 64, 256, 256), F (I) is the function that ex-

tracts this tensor, flattens it and then applies a Singular

Value Decomposition (SVD). SVD was fitted on 50% of the

training-set samples. The explained variance was employed

as a score to find the best reduction (400, with a correspond-

ing explained variance of 74%).

Given F , the definition of L will be carried out by means

of a metric learning approach developed specifically for

working with high-dimensional data [23]. This approach

was chosen for being able to handle a specific kind of in-

put feature vector and for being a weakly supervised metric

learning approach, which is the case, given the weak quality

of labelling limited only to similar or dissimilar labels.

5. Experimental Results

The solution described in the previous Sections and sum-

marized in Figure 1 was deeply analyzed and tested on im-

ages belonging to the data described in Section 3. At first

the trained feature extraction method (F ) will be demon-

strated to be robust and efficient in discriminating the im-

ages generated by 50 slightly different models. Moreover,

F is tested for robustness on a noisy version of the images

on which different attacks were applied (Section 5.1). Fi-

nally, a metric L is defined and experimentally tested in its

ability to overcome the state-of-the-art and be the first solu-

tion for Deepfake Model Recognition (Section 5.2).

5.1. Apriori known models classification results

Given a set of known models of a given architecture

(M1−50), and the respective 1, 000 × 50 images generated

from them, a training-validation set split was performed

(75%-25%). A Resnet-18 architecture was trained on the

training-set and the training/validation loss plots obtained

are shown in Figure 6 (a) and (b). Then, the trained model

was evaluated in the classification task on the validation set.

Results, are shown in Figure 6 in the form of a heat-map

confusion matrix (c). An average classification accuracy

value of 96.24% was obtained demonstrating the effective-

ness of the solution on a-priori known models.

Robustness evaluations were carried out by training a

new Resnet-18 model on images where several filters were

applied. In particular: (i) Gaussian Blur considering dif-

ferent kernel sizes (3x3, 9x9, 15x15); (ii) Rotations with

degrees equal to 45, 135, 255, 315 degrees; (iii) Mirroring

along one axis (horizontal, vertical or both); (iv) Scaling



considering −50% and +50% w.r.t. the original image di-

mensions; (v) JPEG compression with different quality fac-

tor values: QF = {50, 60, ..., 90} and standard Quanti-

zation Tables. Many of these attacks are able to destroy

several frequencies in Deepfake images making the extrac-

tion of a discriminative signature for each model more com-

plex. Details of the noise-augmented version of the data is

available at a dedicated site3. In the same way as before,

a training-validation set split was performed (75%-25%)

and the pre-trained Resnet-18 obtained before, for model

classification on RAW images, was fine-tuned on this aug-

mented dataset. The obtained training and validation plots

are shown in Figure 7 (a) and (b) and the overall classifica-

tion results are reported in Figure 7 in the form of a heat-

map confusion matrix (c). In this case, the obtained average

classification accuracy of 81.37% demonstrated the robust-

ness of the approach for the classification task on a-priori

known models.

5.2. Unknown model classification results

Given a set of images “in the wild”, the task of Deepfake

Model Recognition could not be carried out with techniques

available in literature and with the classification model ex-

perimentally tested in the previous Section. Ideally, a first

assessment could be performed using SOTA Deepfake de-

tectors and architecture classifiers. Now, given a set of un-

known models of a given architecture, the Model Recogni-

tion task could be carried out by exploiting a metric L.

At first, metric L was trained on a-priori known mod-

els (M1−50 of the dataset) by means of F (as defined and

trained in the previous Section). The learnt metric L was

then employed in the tests. Three test sets were employed:

(i) further 300 × 50 images generated by a-priori known

models M1−50; (ii) images generated by unknown mod-

els never used for any training operation M51−100; (iii) the

union of two previous sets and (iv) a noisy augmented ver-

sion of (iii) with the noises described in Section 4.1.

All tests were carried out considering 20% of each

dataset as a reference and the remaining part was employed

in a k-NN classification experiment employing the L met-

ric. 5-fold cross-validation was carried out and results, in

terms of average accuracy, are reported in Table 2.

A further test was carried out on images belonging to the

(i) set against images generated by a different architecture:

StyleGAN [21]. As presented in Table 2, an average accu-

racy of almost 100%, demonstrates that this metric is able

to maintain the correct distancing concept even between two

different architectures, without any further training. Finally,

to introduce a preliminary concept of scalability, the learnt

metric L was further tested on images generated by two dif-

ferent pre-trained models of the StyleGAN-1 [21] architec-

ture (30 images for each model for a total of 60).

3https://iplab.dmi.unict.it/mfs/Deepfakes/PaperCVPRW2022/

1-NN 3-NN 5-NN

A-priori known 95.08% 95.74% 95.74%

Unknown models 92.31% 92.55% 94.33%

Known + unknown 93.70% 94.24% 95.06%

Noise-augmented 75.66% 77.00% 79.66%

ST1-M1 vs. StyleGAN2 99.98% 99.98% 99.98%

ST1-M1 vs. ST1-M2 84.50% 88.20% 92.00%

Table 2. Results of the learnt metric L by means of employing it

in a k-NN classification test. Values reported are the average ac-

curacies obtained on 5-fold cross validation tests employing 20%

of data as reference and the remaining for classification. ST1-M1

stands for the first model of StyleGAN1.

6. Discussion and Conclusion

In this paper, a preliminary solution for Deepfake Model

Recognition was presented. The underlying task, not yet

completely addressed in the state-of-the-art, was described

and attacked with an effective solution. The work proposed

by Asnani et al [3] is the most similar work, available in

SOTA, compared to the proposed approach. Despite this,

it is not possible to perform a comparison with [3] because

the proposed solution focuses on a more specific task: dis-

criminating between different models created by the same

GAN engine. The images generated by the 100 StyleGAN2

models were visually almost the same (Figure 2) and the

main aim was to find features to discriminate them. Ev-

ery new StyleGAN2 model has its own latent space that

will be (even if in a “minimal” way) different from the 100
used in this paper. This happens because the training pro-

cedure will inevitably change the parameters of the neural

architecture (so the latent space will be different). We are

confident that the proposed method is scalable in any do-

main, because in general any other generative architecture,

by its nature, will have a different latent representation since

the architecture itself will be different. The ability to com-

pare whether two images are generated by the same model,

sidesteps the problem of predicting/classifying a model out

of potentially infinite possibilities. The proposed method-

ology was demonstrated to be generalizable even for dif-

ferent architectures providing useful insights for building a

sort of feature dataset for each involved architecture sim-

ilar to those PRNU-based for camera source identification

methods. Finally, the proposed method was demonstrated to

be effective in real-case scenarios. As a matter of fact, we

widely tested the robustness of the technique in the wild:

for instance IM platforms such as Whatsapp compress im-

ages with a quality factor equal to 50: in this context, our

method performed with an accuracy of over 80%.

https://iplab.dmi.unict.it/mfs/Deepfakes/PaperCVPRW2022/
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