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Abstract

The goal of video summarization is to automatically
shorten videos such that it conveys the overall story without
losing relevant information. In many application scenar-
ios, improper video summarization can have a large im-
pact. For example in forensics, the quality of the generated
video summary will affect an investigator’s judgment while
in journalism it might yield undesired bias. Because of this,
modeling explainability is a key concern. One of the best
ways to address the explainability challenge is to uncover
the causal relations that steer the process and lead to the
result. Current machine learning-based video summariza-
tion algorithms learn optimal parameters but do not uncover
causal relationships. Hence, they suffer from a relative lack
of explainability. In this work, a Causal Explainer, dubbed
Causalainer, is proposed to address this issue. Multiple
meaningful random variables and their joint distributions
are introduced to characterize the behaviors of key compo-
nents in the problem of video summarization. In addition,
helper distributions are introduced to enhance the effective-
ness of model training. In visual-textual input scenarios, the
extra input can decrease the model performance. A causal
semantics extractor is designed to tackle this issue by ef-
fectively distilling the mutual information from the visual
and textual inputs. Experimental results on commonly used
benchmarks demonstrate that the proposed method achieves
state-of-the-art performance while being more explainable.

1. Introduction
Video summarization is the process of automatically

generating a concise video clip that conveys the primary
message or story in the original video. Various automatic
video summarization algorithms have been proposed in re-
cent years to tackle this task using different supervision
schemes. These include fully-supervised methods that uti-
lize visual input alone [10, 13, 35, 36, 68–71] or multi-modal
input [26, 27, 42, 43, 46, 51, 54, 56, 58, 65, 72], as well as
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Figure 1. Visualization of human-annotated and machine-predicted
frame-level scores for creating a video summary. Comparing the
human-annotated video summary score pattern to the one generated
by existing state-of-the-art video summarization methods, e.g.,
[26, 27, 56], we observe these methods are capable of learning
visual consecutiveness and diversity which are some key factors
considered by humans for creating a good video summary. These
methods mainly focus on capturing the visual cues to achieve such
a purpose. Red bars denote discarded frames and grey bars indicate
selected frames used to form a summary. The video has 199 frames
and the numbers, except for 199, denote the indices of frames.

weakly-supervised methods [4, 6, 17, 38, 47, 60].
According to [10, 13, 14, 27, 55, 56], when human ex-

perts perform the task of video summary generation, they
will not only consider concrete/visual factors, e.g., visual
consecutiveness and visual diversity, but also abstract/non-
visual factors, such as interestingness, representativeness,
and storyline smoothness. Hence, a human-generated video
summary is based on many confounding factors. These fac-
tors/causes result in the video summary. Existing works
do not, or in a very limited way, consider abstract factors
and mainly focus on proposing various methods to exploit
concrete visual cues to perform video summarization. See
the illustration in Figure 1. This leads to limited modeling
explainability of automatic video summarization [27, 37].

Machine learning (ML) models can be made more ex-
plainable through causation modeling based on Bayesian
probability [39, 48, 49, 66, 67]. In this work, we propose a
novel method for improving the inherent explainability of
video summarization models called Causalainer, which is
based on causation modeling. Our approach aims to address
the challenge of model explainability in video summarization
by leveraging the insights gained from Bayesian probabil-
ity and causation modeling. See Figure 2 for the method
flowchart of the proposed Causalainer. To model the prob-
lem of video summarization and increase the explainability,
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four meaningful random variables are introduced to char-
acterize the behaviors of the data intervention, the model’s
prediction, observed potential confounders, and unobserved
confounders, respectively. Note that data intervention is a
way to help a model learn the causal relations that lead to
the result [5, 11, 12, 45, 52, 53]. A prior joint distribution and
its posterior approximation can be built on top of those four
random variables. The proposed method is trained based on
minimizing the distance between the prior distribution and
the posterior approximation. We identify that predicting the
behaviors of the data intervention and model’s outcome can
be challenging in practice due to various factors, e.g., video
noise, lens or motion blur. We address this issue by introduc-
ing helper distributions for them. The helper distributions
form a new loss term to guide the model learning. Further-
more, when multi-modal inputs are available, we identify
that the extra input sometimes can harm the model perfor-
mance most likely due to the interactions between different
modalities being ineffective. We address this challenge by
introducing a causal semantics extractor to effectively distill
the mutual information between multi-modal inputs.

These novel design choices have been instrumental in
improving the explainability and performance of video sum-
marization models. The extensive experimentation on com-
monly used video summarization datasets verifies that the
proposed method outperforms existing state-of-the-art while
also providing greater explainability. By leveraging causal
learning techniques, our approach represents a promising
attempt to reinforce the causal inference ability and explain-
ability of an ML-based video summarization model.

2. Methodology
We now present the details of the proposed Causal Ex-

plainer method for automatic video summarization, dubbed
Causalainer. First, the assumptions of causal modeling are
described in detail. Secondly, we introduce four random
variables y, t, X, and Z to characterize the behaviors of the
model’s prediction, the data intervention, observed poten-
tial confounders, and unobserved confounders, respectively.
Finally, the derivation of our training objective with helper
distributions and the proposed causal semantics extractor
are presented. Causalainer consists of prior and posterior
probabilistic networks. See Figure 2 for an overview.
3.1 Assumptions

In general, causal learning for real-world observational
studies is complicated [1,2,7,19–25,28–34,44,45,59,61–63].
With the established efforts [45,49,66] on causal learning un-
der noisy interventions, two assumptions are imposed when
modeling the problem of video summarization. First, the
information of having visual/textual intervention t or not is
binary. Second, the observations (X, t, y) from a deep neu-
ral network (DNN) are sufficient to approximately recover
the joint distribution p(Z,X, t, y) of the unobserved/latent
confounding variable Z, the observed confounding variable
X, the intervention t, and the outcome y. The proposed
Causalainer method is built on top of multiple probability
distributions as described in the following subsections.
3.2 Causal Explainer for Video Summarization

In the proposed Causalainer, xi denotes an input video
and an optional text-based query indexed by i, zi indicates
the latent confounder, ti ∈ {0, 1} denotes the intervention
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Figure 2. Flowchart of the proposed Causal Explainer (Causalainer)
method for video summarization. The proposed method is mainly
composed of a prior network, a posterior network, helper distribu-
tions, and a causal semantics extractor. ⊗ denotes element-wise
multiplication and × indicates matrix multiplication. “Token + PE”
denotes the operations of token embedding and positional encoding.

assignment, and yi indicates the outcome.
Prior Probability Distributions. The prior network is con-
ditioning on the latent variable zi and mainly consists of
the following components: (i) The latent confounder dis-
tribution: p(zi) =

∏
z∈zi N (z|µ = 0, σ2 = 1), where

N (z|µ, σ2) denotes a Gaussian distribution with a random
variable z, z is an element of zi, and the mean µ and variance
σ2 follow the settings in [41], i.e., µ = 0 σ2 = 1. (ii) The
conditional data distribution: p(xi|zi) =

∏
x∈ xi p(x|zi),

where p(x|zi) is an appropriate probability distribution with
a random variable x, the distribution is conditioning on
zi, and x is an element of xi. (iii) The conditional in-
tervention distribution: p(ti|zi) = Bernoulli(σ(fθ1(zi))),
where σ(·) is a logistic function, Bernoulli(·) indicates a
Bernoulli distribution for a discrete outcome, and fθ1(·) de-
notes a neural network parameterized by the parameter θ1.
(iv) The conditional outcome distribution: p(yi|zi, ti) =
σ(tifθ2(zi) + (1− ti)fθ3(zi)), where fθ2(·) and fθ3(·) are
neural networks parameterized by the parameters θ2 and θ3,
respectively. In this work, yi is tailored for a categorical
classification problem, i.e., frame-based importance score
classification in video summarization.
Posterior Probability Distribution. Since a priori knowl-
edge on the latent confounder does not exist, we have to
marginalize over it in order to learn the model parameters,
θ1, θ2, and θ3 in (iii) and (iv). The non-linear neural network
functions make inference intractable. Hence, variational in-
ference [41] along with the posterior network is employed.
These neural networks output the parameters of a fixed form
posterior approximation over the latent variable z, given
the observed variables. Similar to [45, 50], in this work,
the proposed posterior network is conditioning on obser-
vations. Also, the true posterior over Z depends on X, t
and y. Hence, the posterior approximation defined below is
employed to build the posterior network. q(zi|xi, yi, ti) =∏
z∈zi N (z|µi,σ2

i ), where µi = tiµt=1,i+(1− ti)µt=0,i,
σ2
i = tiσ

2
t=1,i+ (1− ti)σ2

t=0,i, µt=0,i = gφ1
◦ gφ0

(xi, yi),
σ2
t=0,i = σ(gφ2

◦ gφ0
(xi, yi)), µt=1,i = gφ3

◦ gφ0
(xi, yi),

σ2
t=1,i = σ(gφ4

◦ gφ0
(xi, yi)), gφk

(·) denotes a neural net-
work with variational parameters φk for k = 0, 1, 2, 3, 4,
and gφ0(xi, yi) is a shared representation. Note that a
feature map is multiplied with the approximated posterior



q(yi|xi, ti) without logistic function σ(·) to get gφ0(xi, yi).
3.3 Training Objective with Helper Distributions

In practice, various factors, e.g., video noise, motion
blur, or lens blur, make the prediction of the behaviors of
the data intervention and the model’s outcome challeng-
ing. Therefore, two helper distributions are introduced
to alleviate this issue. We have to know the interven-
tion assignment t along with its outcome y before infer-
ring the distribution over Z. Hence, the helper distribution
q(ti|xi) = Bernoulli(σ(gφ5

(xi))) is introduced for the in-
tervention assignment ti, and the other helper distribution
q(yi|xi, ti) = σ(tigφ6(xi) + (1− ti)gφ7(xi)) is introduced
for the outcome yi, where gφk

(·) indicates a neural network
with variational parameters φk for k = 5, 6, 7. The intro-
duced helper distributions benefit the prediction of ti and
yi for new samples. To estimate the variational parame-
ters of the distributions q(ti|xi) and q(yi|xi, ti), a helper
objective function Lhelper =

∑N
i=1[log q(ti = t∗i |x∗i ) +

log q(yi = y∗i |x∗i , t∗i )] is introduced to the final training
objective over N data samples, where x∗i , t∗i and y∗i are
the observed values in the training set. The overall train-
ing objective Lcausal for the proposed method is defined be-
low. Lcausal = Lhelper +

∑N
i=1 Eq(zi|xi,ti,yi)[log p(xi, ti|zi)+

log p(yi|ti, zi) + log p(zi)− log q(zi|xi, ti, yi)].
3.4 Causal Semantics Extractor

Existing commonly used video summarization datasets,
e.g., TVSum [55] and QueryVS [27], provide visual and
textual inputs. Since the textual input cannot always help
the model performance because of the ineffective extrac-
tion of mutual information from the visual and textual in-
puts, a causal semantics extractor is introduced to allevi-
ate this issue. The proposed extractor is built on top of
transformer blocks [57]. Vanilla transformers exploit all of
the tokens in each layer for attention computation. How-
ever, the design philosophy of the proposed causal seman-
tics extractor, dubbed causal attention, is effectively using
fewer but relatively informative tokens to compute attention
maps, instead of using the total number of tokens. Accord-
ing to [57], the computation of the vanilla attention matrix
A ∈ Rn×n is based on the dot-product. It is defined as
A = softmax

(
QK>
√
d

)
;Q = TWq,K = TWk, where

the query matrix Q ∈ Rn×d and key matrix K ∈ Rn×d
are generated by the linear projection of the input token
matrix T ∈ Rn×dm based on the learnable weights ma-
trices Wq ∈ Rdm×d and Wk ∈ Rdm×d. n indicates the
total number of input tokens. d represents the embedding
dimension and dm denotes the dimension of an input to-
ken. The new value matrix Vnew ∈ Rn×d can be obtained
via Vnew = A V;V = TWv, where the value matrix
V ∈ Rn×d and Wv ∈ Rdm×d.

In [57], the vanilla attention matrix is based on the calcu-
lation of all the query-key pairs. However, in the proposed
Causal Semantics Extractor, only the top κ most similar
keys and values for each query are used to compute the
causal attention matrix. Similar to [57], all the queries and
keys are calculated by the dot-product. Then, the row-wise
top κ elements are used for the softmax calculation. In
the proposed Causal Semantics Extractor, the value matrix
Vκ ∈ Rn×d is defined as Vκ = softmax (τκ(A ))Vnew =

softmax
(
τκ

(
QK>
√
d

))
Vnew, where τκ(·) denotes an opera-

tor for the row-wise top κ elements selection. τκ(·) is defined

as [τκ(A )]ij =

{
Aij ,Aij ∈ top κ factors at row i
−∞ , otherwise.

Then, Vκ can be further used to generate Xmul, i.e.,
an output of the proposed Causal Semantics Extrac-
tor. The procedure for calculating Xmul is defined be-
low. Zta = TextAtten(FFN(LayerNorm(Vκ)), where
LayerNorm(·) denotes a layer normalization, FFN(·) indi-
cates a feed forward network, and TextAtten(·) denotes an
element-wise multiplication-based textual attention mech-
anism. Zva = VisualAtten(C3D(I)), where I denotes an
input video, C3D(·) indicates an operation of the spatial-
temporal feature extraction, e.g., 3D version of ResNet-
34 [15, 16], for the input video, and VisualAtten(·) indicates
a visual attention mechanism based on the element-wise
multiplication. Xmul = FC(Zta � Zva), where � denotes
the operation of feature concatenation and FC(·) indicates
a fully connected layer. Note that the Causal Semantics Ex-
tractor’s output Xmul is an input of the proposed posterior
network based on the scheme of using multi-modal inputs.

Similar to the final step of video summary generation
in [27], after the end-to-end training of the proposed causal
video summarization model is complete, the trained model
can be used for video summary generation. Finally, based on
the generated score labels, a set of video frames is selected
from the original input video to form a final video summary.
Note that the summary budget is considered as a user-defined
hyper-parameter in multi-modal video summarization [27].

3. Experiments
3.1 Experimental Setup and Datasets Preparation
Experimental Setup. We consider three scenarios: 1) fully-
supervised training with human-defined frame-level labels,
2) fully-supervised training with multi-modal input including
text-based query, and 3) weakly-supervised learning with
two-second segment-level scores, which can be considered
as a form of weak label [3, 4, 6]. Note that [55] empirically
finds that a two-second segment length is appropriate for
capturing video local context with good visual coherence.
Hence, in this work, a video segment-level score is produced
per two seconds based on given frame-level scores.
Video Summarization Datasets. In the experiments, three
commonly used video summarization datasets, i.e., TV-
Sum [55], QueryVS [27], and SumMe [13], are exploited to
evaluate the proposed method. The TVSum dataset contains
50 videos. The length of the video in TVSum is ranging
from 2 to 10 minutes. The human expert frame-level im-
portance score label in TVSum is ranging from 1 to 5. The
QueryVS dataset contains 190 videos. The video length
in QueryVS is ranging from 2 to 3 minutes. The human
expert frame-level importance score label in QueryVS is
ranging from 0 to 3. Every video is retrieved based on a
given text-based query. The SumMe dataset contains 25
videos. The video duration in SumMe is ranging from 1
to 6 minutes. In SumMe, the importance score annotated
by human experts ranges from 0 to 1. Note that SumMe
is not used for multi-modal video summarization. Hence,
we do not have textual input when a model is evaluated
on this dataset. Videos from these datasets are sampled at



Table 1. Comparison with fully-supervised state-of-the-art methods.
The proposed method performs the best on both datasets. Note that
textual query input is not used in this experiment.

Fully-supervised Method TVSum SumMe
SASUM [58] 53.9 40.6

dppLSTM [68] 54.7 38.6

ActionRanking [8] 56.3 40.1

H-RNN [70] 57.7 41.1

CRSum [64] 58.0 47.3

M-AVS [36] 61.0 44.4

VASNet [9] 61.4 49.7

iPTNet [37] 63.4 54.5

DASP [35] 63.6 45.5

Causalainer 67.5 52.4

Table 2. Comparison with the multi-modal state-of-the-art. The
proposed method outperforms the existing multi-modal approaches.
‘-’ denotes unavailability from previous work.

Multi-modal Method TVSum QueryVS
DSSE [65] 57.0 -

QueryVS [27] - 41.4

DQSN [72] 58.6 -

GPT2MVS [26] - 54.8

Causalainer 68.2 55.5

1 frame per second (fps). The input image size is 224 by
224 with RGB channels. Every channel is normalized by
standard deviation = (0.2737, 0.2631, 0.2601) and mean
= (0.4280, 0.4106, 0.3589). PyTorch and NVIDIA TITAN
Xp GPU are used for the implementation and to train models
for 60 epochs with 1e − 6 learning rate. The Adam opti-
mizer is used [40], with hyper-parameters set as ε = 1e− 8,
β1 = 0.9, and β2 = 0.999.
Causal Learning Dataset. When we observe people’s writ-
ing behaviors, we notice some of them happen very often,
such as synonym replacement, accidentally missing some
words in a sentence, and so on. Motivated by the above, we
randomly pick up one of the behaviors, e.g., accidentally
missing some words in a sentence, and write a textual in-
tervention function to simulate it. Similarly, we know that
when people make videos in their daily life, some visual
disturbances may exist, e.g., salt and pepper noise, image
masking, blurring, and so on. We also randomly pick up
some of them, e.g., blur and salt and pepper noise, and make
a visual intervention function to do the simulation. Based on
the visual and textual simulation functions, we can make our
causal video summarization dataset with visual and textual
interventions. The dataset is made based on the following
steps. First, 50% of the (video, query) data pairs are ran-
domly selected from the original training, validation, and
testing sets. Secondly, for each selected video, 0 or 1 inter-
vention labels are randomly assigned to 30% of the video
frames and the corresponding queries. Note that in real-
world scenarios, there are various disturbances beyond the
previously mentioned visual and textual interventions that
could be utilized in the proposed method.
3.2 Evaluation and Analysis
Evaluation protocol. Following existing works [13, 26, 27,
37, 55], we evaluate the proposed method under the same
setting. TVSum, QueryVS, and SumMe datasets are ran-
domly divided into five splits, respectively. For each of them,

Table 3. Comparison with weakly-supervised state-of-the-art meth-
ods. The performance of the proposed approach is better than the
existing weakly-supervised method.

Weakly-supervised Method TVSum
Random summary 54.4

WS-HRL [6] 58.4

Causalainer 66.9

Z: Latent Confounder

X: Input Data

y: Output Result Ride a bike 
underwater

(Input video)

t: Visual or Textual Treatment

+

(Input text query)

(Visual treatment: E.g., Image masking)
(Textual treatment: E.g., Synonym replacement)

Figure 3. Causal graph in video summarization. t is an interven-
tion, e.g., visual or textual perturbation. y is an outcome, e.g., an
importance score of a video frame or a relevance score between the
input text query and video. Z is an unobserved confounder, e.g.,
representativeness, interestingness, or storyline smoothness. X is
noisy views on the hidden confounder Z, say the input text query
and video. The causality graph of video summarization leads to
more explainable modeling.

80% of the dataset is used for training, and the remaining for
evaluation. F1-score [13, 18, 37, 55] is adopted to measure
the matching degree of the generated video summaries Si
and the ground-truth video summaries Ŝi for video i.
State-of-the-art comparisons. The proposed method out-
performs existing state-of-the-art (SOTA) models based on
different supervision schemes, as shown in Table 1, Table 2,
and Table 3. This is because the introduced causal modeling
strengthens the causal inference ability of a video summa-
rization model by uncovering the causal relations that guide
the process and result.
Effectiveness analysis of the proposed causal modeling.
The proposed approach differs from existing methods by
introducing causal modeling. Hence, the results in Tables
1, 2, and 3, demonstrate the effectiveness of this approach
and serve as an ablation study of causal learning. An aux-
iliary task/distribution is a key component of the proposed
approach, helping the model learn to diagnose input to make
correct inferences for the main task, i.e., video summary in-
ference, During training, a binary causation label is provided
to teach the model to perform well regardless of intervention.
This implies the model has the ability to analyze input and
perform well in the main task, making it more robust.
Explainability improvement analysis. The Causalainer
method benefits modeling explainability with its associated
causal graph of video summarization. Latent factors affect-
ing video summary generation are treated as the causal effect
in the proposed causal modeling. A causal graphical model
is used to approach the video summarization problem, and
the modeling explainability is illustrated in Figure 3.

4. Conclusion
ML-based decision-making systems, like video summa-

rization, suffer from a lack of explainability, resulting in
mistrust. To improve modeling explainability, we propose
a new Causalainer method that achieves state-of-the-art F1-
score performance in video summarization.
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