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Figure 1: Our method performs visual-speech aware 3D reconstruction so that speech perception from the original footage is
preserved in the reconstructed talking head. On the left we include the word/phrase being said for each example. Please zoom-
in for details and refer to https://filby89.github.io/spectre where you will also find many video examples
with sound, code, and pretrained models.

Abstract

The recent state of the art on monocular 3D face recon-
struction from image data has made some impressive ad-
vancements, thanks to the advent of Deep Learning. How-
ever, it has mostly focused on input coming from a single
RGB image, overlooking the following important factors: a)
Nowadays, the vast majority of facial image data of interest
do not originate from single images but rather from videos,
which contain rich dynamic information. b) Furthermore,
these videos typically capture individuals in some form of
verbal communication (public talks, teleconferences, au-
diovisual human-computer interactions, interviews, mono-

logues/dialogues in movies, etc). When existing 3D face
reconstruction methods are applied in such videos, the ar-
tifacts in the reconstruction of the shape and motion of the
mouth area are often severe, since they do not match well
with the speech audio.

To overcome the aforementioned limitations, we present
the first method for visual speech-aware perceptual recon-
struction of 3D mouth expressions. We do this by proposing
a “lipread” loss, which guides the fitting process so that the
elicited perception from the 3D reconstructed talking head
resembles that of the original video footage. We demon-
strate that, interestingly, the lipread loss is better suited for
3D reconstruction of mouth movements compared to tra-
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ditional landmark losses, and even direct 3D supervision.
Furthermore, the devised method does not rely on any text
transcriptions or corresponding audio, rendering it ideal
for training in unlabeled datasets. We verify the efficiency
of our method through exhaustive objective evaluations on
three large-scale datasets, as well as subjective evaluation
with two web-based user studies.

1. Introduction
During the last years, Deep Learning frameworks

have succeeded in significantly increasing the accuracy of
monocular 3D face reconstruction, even in cases of uncon-
strained image data. The current state of the art is able to
robustly reconstruct fine details of the 3D facial geometry
as well as yield a reliable estimation of the captured sub-
ject’s facial anatomy. This is beneficial for a plethora of
applications, such as augmented reality, performance cap-
ture, visual effects, photo-realistic video synthesis, human-
computer interaction and personalized avatars, to name but
a few.

On the other hand, the vast majority of existing meth-
ods focus on 3D face reconstruction from a single RGB im-
age, without exploiting the rich dynamic information that is
inherent in humans’ faces, especially during speech. But
even the few methods that include some sort of dynam-
ics modelling to reconstruct facial videos, do not explicitly
model the strong correlation between mouth motions and
articulated speech. At the same time, most facial videos of
interest capture individuals involved in some form of ver-
bal communication. When existing 3D face reconstruction
methods are applied in this kind of videos, the artifacts in
the reconstruction of the shape and motion of the mouth
area are often severe and overwhelming in terms of human
perception, the perceptual movements of the mouth that cor-
respond to speech are not captured well.

Arguably, a crucial factor for the limitations of existing
methods is the fact that most methods use weak 2D supervi-
sion from landmarks predicted by face alignment methods
as a form of guidance, e.g. [47, 55, 54, 34, 11, 52, 20, 60].
While these landmarks can yield a coarse estimation of the
facial shape, they fail to provide an accurate representation
of the expressive details of a highly-deformable mouth re-
gion. It is also important to note that the shapes of the hu-
man mouth are perceptually correlated with speech and the
realism of a 3D talking head is tightly coupled with the ut-
tered sentence. As a result, a 3D model that talks without
the lips closing when uttering the bi-labial consonants (i.e.,
/m/, /p/, and /b/), or with no lip-roundness when speaking a
rounded-vowel (such as /o/ /u/) has a poor perceived natu-
ralness. In EMOCA [18], some significant steps were done
in improving the expressivity of the 3D reconstructed head,
however the perceptual emotional consistency loss only af-

fected those movements that correspond to emotions. Fur-
thermore, this method did not predict the jaw parameters as
well, resulting in poor articulation.

We conclude that, although speech perception from
reconstructed 3D faces is important for various applica-
tions (e.g. augmented and virtual reality, gaming, affective
avatars etc.) [32, 41, 51], it is a commonly overlooked pa-
rameter in the existing literature. It is worth mentioning that
the primary evaluation metric used by most existing meth-
ods is the distance of the predicted vertices of the model
from the ground truth. However, geometric errors of fa-
cial/mouth expressions do not necessarily correlate with hu-
man perception [18, 43, 23].

To overcome the limitations of the existing literature, this
work tackles the problem of monocular 3D face reconstruc-
tion from a video, with a strong focus on the mouth area
and its expressions and movements that are connected with
speech articulation. We highlight and address the fact that
an accurate 3D reconstruction of a human talking in a video
should retain those mouth expressions and movements that
humans perceive to correspond to the speech. Our method
leverages a SoTA model of lip reading in order to mini-
mize the “speech perceptual” distance between the rendered
and the original input video. Our main contributions can be
summarized as follows:
• We design and implement the first (to the best of our
knowledge) method for perceptual 3D reconstruction of hu-
man faces focusing on speech without the need for text
transcriptions of the corresponding audio.
• We devise a “lipread” loss, which guides the fitting pro-
cess so that the reconstructed face and especially the mouth
area elicits similar perception to the viewer and feels more
realistic when coupled with the corresponding audio.
•We conduct extensive objective and subjective (user stud-
ies) evaluation that proves the significant increase in per-
ception of the reconstructed talking head. We also propose
the usage of various lip-read metrics as an objective evalua-
tion of the perception of human speech in reconstructed 3D
heads.
•We make the source code and models of our method pub-
licly available.

2. Related Work
3D Models There is extensive literature in the fields of
computer vision and graphics for creating and reconstruct-
ing 3D face models from various input sources (RGB,
Depth) [63, 19]. 3D Morphable Models are by far the
most widely-used choice, since they offer compact repre-
sentations as well as a convenient decoupling of expres-
sion and identity variation, allowing better manipulation.
The traditional 3DMMs were linear, PCA-based models
of 3D shape variation, but several non-linear and deep
learning-based extensions have been proposed during the



last years [57, 6, 2, 17]. Some of the most popular 3D face
models are the Basel Face Model [44, 25], the FaceWare-
house model [14], the FLAME [39], and more recently the
FaceScape [60], and FaceVerse [59] models. Usually, these
models are built from large datasets of 3D scans of human
faces.

Monocular 3D Face Reconstruction A common appli-
cation of 3DMMs includes estimation of the model param-
eters that best fit to an RGB image. This can happen as
a direct optimization procedure in an analysis-by-synthesis
framework, e.g. [9, 5, 53, 55, 11, 27]. However this is a
computationally expensive procedure to run on novel im-
ages every time. For example, the recent FaceVerse method
[59] needs ≈ 10 minutes for detailed refinement. Due to
this reason, multiple methods have emerged that formulate
the problem as a regression from image data, leveraging the
power of deep learning [52, 35, 34, 56, 24]. Combined with
a reliable facial landmarker, this can lead to accurate results,
even without the need for 3D supervision.

For example, RingNet [48], performed 3D reconstruc-
tion using the FLAME model, by enforcing a shape-
consistency loss between images of the shape subject, in
order to decouple identity and expression. DECA [20]
further built upon RingNet and predicted parameters of
the FLAME model jointly from a CNN, using multiple
loss coefficients that tackle the lack of 3D ground truth.
EMOCA [18] focused on the expressiveness of the recon-
structed models, by adding an emotional perceptual loss and
training a specific CNN that predicts the expression param-
eters of the 3DMM on a large emotional dataset (Affect-
Net). ExpNet [15] on the other hand generated pseudo-
3DMM parameters by solving the optimization problem
given an accurate 3D reconstruction of an image with a
SoTA method, and then training a CNN to predict them,
without the need for landmarks. In 3DDFA [29, 30, 61],
face alignment and 3D reconstruction takes place concur-
rently, using Cascaded CNNs (expand more here). The
recent MICA method [62] focused on accurate predic-
tion of the identity parameters of a 3DMM, by employ-
ing a medium-scale 3D annotated dataset in conjunction
with a large-scale 2D raw image dataset. Finally, DAD-
3DHeads [42], provided one of the first large-scale 3D head
datasets, that can be used for direct supervision of 3D re-
construction.

Even though the vast majority of methods reconstruct
single face images or work on a frame-by-frame fashion on
videos, there are a few methods that exploit the dynamic
information of monocular face videos to constrain the sub-
ject’s facial shape or impose temporal coherence on the face
reconstruction [13, 22, 33, 37, 10].

Our work is mostly similar to EMOCA [18], in the con-
cept that it is concerned with both are concerned with per-

ceptual reconstruction. In comparison however, EMOCA
focuses on retaining affective information from images
while our work focuses on accurate reconstruction of mouth
and lips formation that correspond to speech production.
Furthermore, EMOCA failed to accurately predict the jaw
pose parameters which include opening and rotation of the
mouth due to difficulties in convergence and kept the jaw
pose fixed.

Mouth/Lip Reconstruction Some of the earliest works
focusing on the dynamics of mouth and lips for 3D recon-
struction include the works of Basu et al. [8, 7] which used
a combined-statistical model, Gregor et al. [36] who used
markers to follow the lip motions, and Cheng et al. [16] who
performed mouth tracking from 2D mages using Adaboost
and a Kalman filter. The most recent work concerned with
lip tracking from video is the work of Garrido et al. [23],
who achieved remarkable results of 3D lips reconstructed,
using a high quality 3D stereo database for lip tracking and
using the ground truth shapes along with radial basis func-
tions to fix the results of reconstruction in 2D images.

3. Method
3.1. Preliminaries

Our work is based on the state-of-the-art DECA [20]
framework for monocular 3D reconstruction from static
RGB images. As such we adopt the notation from the
DECA paper. In the original DECA, given an input image
I a coarse encoder (a ResNet50 CNN) jointly predicts the
identity parameters β ∈ R100, neck pose and jaw θ ∈ R6,
expression parameters ψ ∈ R50, albedo α ∈ R50, light-
ing I ∈ R27, and camera (scale and translation) c ∈ R3.
Note that these parameters are a subset of the parameters
of the FLAME 3D face model. Afterwards, these parame-
ters are used to render the predicted 3D face. DECA also
included a detail encoder which predicted a latent vector
associated with a UV-displacement map, that models high-
frequency person-specific details such as wrinkles. More
recently, EMOCA [18] further built upon DECA by adding
an extra expression encoder (ResNet50) which was used in
order to predict the expression vector ψ, so that the per-
ceived emotion of the reconstructed face is similar to that
of the original image. We use these two works as starting
points and focus on designing an architecture that increases
the perceived expressions of the input video, concentrating
on the mouth area, leading to realistic articulation move-
ments.

3.2. Architecture

A high-level overview of the architecture is shown in
Figure 2. Given a sequence of K RGB frames sampled
from an input video V , our method reconstructs for each



frame I the 3D mesh of the face in FLAME topology, such
that the mouth movements and general facial expressions
are perceptually preserved. Following the FLAME 3D face
model nomenclature, we separate the estimated parameters
into two distinct sets:

Rigid & Identity parameters We borrow the coarse en-
coder from DECA in order to predict independently for each
image I in the input sequence the identity β, neck pose
θneck, albedo α ∈ R50, lighting l ∈ R27, and camera
c. Like EMOCA [18], we keep this network fixed through
training.

Expression & Jaw parameters The expression ψ and
jaw pose θjaw parameters that correspond to the input se-
quence is predicted by an additional “perceptual” CNN en-
coder. These parameters explicitly control the mouth ex-
pressions and movements under the FLAME framework
and therefore should be properly estimated by our approach.
We employ a lightweight MobileNet v2 architecture, but
also insert a temporal convolution kernel on its output, in or-
der to model the temporal dynamics of mouth movements
and facial expressions in the input sequence. We selected
the aforementioned lightweight option of MobileNet to re-
duce the computational overhead of our system - contrary to
EMOCA- since the existing DECA backbone already uses
a resource-demanding ResNet50 model.

In a nutshell, we assume an architecture akin to the one
introduced in EMOCA [18], with two parallel paths of pa-
rameters as described above. Nevertheless, our focus is
shifted to a very different problem and thus a set of ap-
propriate “directions” and “constraints” should be learned
through the use of the proposed set of losses, as described
in the following section.

3.2.1 Training Losses

In order to train the perceptual encoder, we use two per-
ceptual loss functions for guiding the reconstruction, along
with geometric constraints.

Perceptual Expression Loss : The output of the percep-
tual encoder is used along with the predictions of identity,
albedo, camera, and lighting in order to differentiably ren-
der a sequence of textured 3D meshes, which correspond
to the original input video. Then, the input video and the
reconstructed 3D mesh are fed into an emotion recognition
network (borrowed from EMOCA [18]) and two sequences
of feature vectors are obtained. Then, we apply a percep-
tual expression loss Lem, by attempting to minimize the
distance between the two sequences of feature vectors. In-
terestingly, even though the emotion recognition network
is trained to predict emotions, it can faithfully retain a set

of helpful facial characteristics. Therefore, such a loss is
responsible for learning general facial expressions, capable
to simulate emotions, which promote the realism of the de-
rived reconstruction. Notably, this loss positively affects the
eyes, leading to a more faithful estimation of eye closure,
frowning actions etc.

Perceptual Lip Movements Loss The perceptual expres-
sion loss does not retain enough detailed information about
the mouth, and as such, an additional mouth-related loss
is needed. Instead of relying only on a geometric loss with
weak supervision using 2D landmarks, we use an additional
perceptual loss, that guides the output jaw and expression
coefficients to capture the intricacies of mouth movements.
The necessity of such a perceptual mouth-oriented loss is
further highlighted by the inaccuracies detected in the ex-
tracted 2D landmarks. For examples of this phenomenon
see the Suppl. Material.

For this purpose we use a network that has been trained
on the LRS3 (Lip Reading in the Wild 3) dataset [40]. The
lip-reading network is the pretrained model provided by Ma
et al. [40] which takes as input sequences of grayscale im-
ages cropped around the mouth and outputs the predicted
character sequence. The network has been trained with
a combination of Connectionist Temporal Classification
(CTC) loss with attention. The model architecture consists
of a 3D convolutional kernel, followed by a 2D ResNet-
18, a 12-layer conformer, and finally a transformer decoder
layer which outputs the predicted sequence (for more de-
tails, see [40]). Our goal here is to minimize the perceptual
distance of speech-aware movements between the original
and the output image sequences. To that end, we take the
differentiably rendered image sequences and subsequently
crop the them around the mouth area using the predicted
landmarks. Finally, we calculate the corresponding feature
vectors εI and εR, from the output of the 2D ResNet-18 of
the lip-reading network. We empirically found that features
from the CNN output better model the spatial structure of
the mouth, while features on the output of the conformer
are largely influenced by the sequence context and do not
preserve this much-needed spatial structure. Examples of
this behavior can be found in the Suppl. Material. After cal-
culating the feature vectors, we minimize the perceptual lip
reading loss between the input image sequence and the out-
put rendered sequence Llr = 1

K

∑K
d(εI , εR), where d is

the cosine distance and K the length of the input sequence.
As a sidenote, initial experiments included an explicit lip
reading loss based on the CTC loss over the predicted out-
put of the existing lip reading network, given the original
transcription of the sentence. Despite its straightforward
intuition, such approach had major downsides apart from
the need of the video transcription. First, it had a signifi-
cant computational overhead since whole sentences should
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Figure 2: Overview of our architecture for perceptual 3D reconstruction. The input video is first fed into the 3D reconstruction
component, where a fixed encoder detects the scene parameters (camera, lighting), identity parameters (albedo/identity) and
an initial estimate of the jaw and expression parameters. Then, a Mouth/Expression encoder predicts the refined facial
expression parameters and jaw pose, and a differentiable renderer renders the predicted 3D shape. Finally, the mouth area is
differentiably cropped in both the input and rendered image sequences and a lip reader is applied on both in order to estimate
the perceptual lip reading loss between them. The same is done for the facial expression recognize, in order to estimate the
perceptual expression loss.

be processed at once. In contrast, the proposed approach
simply samples a subset of consecutive frames and tries to
minimize the extracted mouth-related features. Moreover,
it has proven to be ineffective in practice, suffering from
the same behavior as with the features taken from the con-
former’s output.

Geometric Constraints Due to the domain mismatch be-
tween the rendered and the original images, although the
perceptual losses help retain the high level information on
perception, they also tend to create artifacts in some cases.
This is to be expected; the perceptual losses rely on pre-
trained task-specific CNNs that do not guarantee in any
way that the input manifold corresponds to realistic im-
ages. For example, as we report in Suppl. Material, we
can create unrealistic images of distorted facial reconstruc-
tion that produce good lip reading results - a typical prob-
lem in the adversarial examples topic [26]. Thus, we guide
the training process by enforcing the following geomet-
ric constraints: We regularize the expression and jaw pa-
rameters by penalizing their L2 norm with respect to the
initial predicted DECA parameters: ||ψ − ψDECA||2 and
||θjaw − θDECAjaw ||2. The aforementioned regularization
terms use the estimation from DECA as a “good” starting
point, in the sense that our method should not significantly
deviate from DECA parameters, which have been proven
to produce artifact-free results in practice. In other words,
using such a regularization scheme, we indirectly impose
some of the constraints hardcoded by DECA and its training
procedure. We also apply an L1 loss between the landmarks
of the nose, face outline and eyes of the 3D model and the

predicted landmarks of a face alignment method [12]. For
the mouth area we employ a more relaxed L2 relative loss
between the intra-distances of mouth landmarks. The afore-
mentioned landmark losses comprise an alternative to ex-
plicit imposing a geometric loss based on distance between
the predicted 2D landmarks of the reconstructed face and
the 2D landmarks of the original image. Such a straightfor-
ward loss can lead to erroneous reconstruction, as ablation
study in supplementary material highlights, since percep-
tual losses and the 2D landmark loss were often contradict-
ing. Using the proposed version of relative landmark losses
achieves retaining the much needed geometric structure of
the face without an overly strict constraint that limits the
perceptual losses.

Finally, the total loss used for training is then: L =
λlrLlr + λemLem + Lc, where Lc includes the previously
stated geometric constraints.

3.3. Training Details

We train our network on the Lip Reading Sentences 3
(LRS3) dataset [3]. This is the largest publicly available
dataset for lip reading in the wild. We use the official train-
val (31,982 utterances) set for training and validating our
model. We train using Adam optimizer with starting learn-
ing rate 5e-5, reducing the rate 5-fold at 50, 000 iterations.
We use a sequence length of K = 20 and batch size 1.
Source code is provided in the supplementary material.



LRS3 TCD-TIMIT MEAD

CER WER VER VERW CER WER VER VERW CER WER VER VERW

RGB 24.9 36.3 22.0 36.0 35.7 61.7 29.6 60.9 49.7 76.1 42.8 75.0

DECA 83.6 124.4 74.0 95.2 84.2 135.8 75.8 134.5 84.8 123.7 77.8 122.3
EMOCA 97.7 143.2 88.2 108.0 86.4 137.2 79.2 136.1 85.1 123.4 77.9 121.1
3DDFA v2 97.5 125.0 95.3 124.5 101.8 148.7 98 148.3 94.5 124.8 90.2 124.0
DAD 84.1 111.2 78.2 110.4 87.3 135.1 81 134 86.0 119.7 79.9 118.2

ours 67.6 93.3 60.8 92.2 75.6 120.2 67.1 119.5 79.6 114.9 72.4 113.6

Table 1: Lipreading results on the LRS3-test, TCD-TIMIT and MEAD datasets (network trained on LRS3-train set). For
all metrics, lower is better (error rates). Our method significantly outperforms all other 3D reconstruction methods. “RGB”
denotes results on the original video footage.

4. Experiments

We evaluate our method both qualitatively and quantita-
tively, following a similar evaluation procedure with [18].
For evaluation we use the following datasets:

LRS3 [3]: The test set of LRS3 (1,321 utterances).
MEAD: This is a recent dataset [58] containing 48 ac-

tors (28M, 20F) from multiple races uttering sentences from
TIMIT [21] in 7 basic emotions (happy, angry, surprised,
fear, sad, disgusted, contempt) plus neutral and 3 different
levels of intensity. The whole dataset includes 31,059 sen-
tences. We randomly sampled 2,000 in order to create a
test set, stratifying for subject, emotion, and intensity level.
TCD-TIMIT [31]: This corpus includes 62 english actors
reading 6913 sentences from the TIMIT [21] corpus. We
use the official test split for evaluation.

We compare our method with the following re-
cent state-of-the-art methods on 3D facial reconstruction:
DECA [20], EMOCA[18], 3DDFAv2 [29], and DAD-
3DHeads which uses direct 3D supervision from the large-
scale annotated DAD-3DHeads [42] dataset. Note the lack
of recent methods for 3D reconstruction in video. As a re-
sult, in order to reconstruct the input video, we apply each
method per frame. Especially for 3DDFAv2, we apply tem-
poral smoothing as provided by the official implementation.
For all methods we use the official implementation. Ad-
ditional results and visualizations are provided in the
video of the Supp. Material.

4.1. Objective Results

The difference between a reconstructed 3D facial ex-
pressions and the corresponding ground truth can be dom-
inated by errors corresponding to the identity of the per-
son, evaluating using a geometric criterion does not neces-
sarily not correlate well with human perception of expres-
sion and mouth movements [18]. As a result, we evalu-
ate the methods objectively in terms of lip reading metrics
by apply a pretrained lipreading network on the output ren-

dered images. To remove bias, we use a different architec-
ture and pretrained lipread model for evaluation than the
one used for the lipread loss, which is based on the Hubert
transformer architecture, called AV-HuBERT [49, 50]. We
report the following metrics: Character Error Rate (CER)
and Word Error Rate (WER), as well as Viseme Error Rate
(VER) and Viseme-Word Error Rate (VWER), obtained by
converting the predicted and ground truth transcriptions to
visemes using the Amazon Polly phoneme-to-viseme map-
ping [1]. Results are presented in Table 1. Our method
achieves much lower CER, WER, and VER scores com-
pared to the other methods, both in the LRS3 test set, as
well as in the cross-dataset evaluations on TCDTIMIT and
MEAD. In the same Table we also include results on the
original video footage, which showcase the domain gap
“problem” (more information about this in Discussion sec-
tion) of the used lip reading systems: the pre-trained mod-
els have been trained to the initial images without the pos-
sible visual degradation introduced by the rendering proce-
dure. Nonetheless, our method provides notable boost in lip
reading performance, despite missing key features such as
tongue and teeth, by properly encoding speech-aware fea-
tures.

4.2. Subjective Results

To assess the realism and perception of the 3D recon-
structed faces in humans we have designed and conducted
two web user studies [38]. In order to mitigate any intra-
dataset bias that might arise from training on the LRS3
trainset and showing users video from its test set, for these
studies, we used only videos from the MEAD and TCD-
TIMIT dataset.

First Study: Realism of Articulation For this study, we
selected a preference test design, by showing users pairs
of 3D reconstructed faces, alongside the original footage,
and asking them to select the most realistic one in terms of
mouth movements and articulation. We created a question



Figure 3: Visual comparison with other methods on the MEAD, TCDTIMIT, and LRS3 datasets. Note that our method is only
trained on the LRS3 train test. From left to right: original footage, 3DDFAv2 [29], DAD [42], DECA [20], EMOCA [18],
ours. We also highlight with red boxes some erroneous results, and with green boxes some examples of retaining the original
mouth formation.

bank consisting of 30 videos from the MEAD dataset (21
emotional videos for each level of intensity and emotion and
9 neutral), and 10 videos from the TCD-TIMIT dataset and
performed 3D reconstruction using the previously stated
5 methods (DAD, DECA, EMOCA, 3DDFAv2 and ours).
Then, users were presented with two randomly ordered re-
constructed faces, each alongside the original footage, and
were asked to choose the most realistic one in terms of
mouth movements and articulation. Each user answered 28
randomly sampled questions from the bank (7 questions for
each pair - ours vs the others), and a total of 34 users com-
pleted this study.

The results of this study can be seen in Table 2. We
can see that our method is significantly preferred to all
other methods (p < 0.01 with binomial test, adjusting
for multiple comparisons using the Bonferroni method).
3DDFAv2[29] was method least preferred with DECA and
EMOCA following. The results clearly highlight the im-
portance of the proposed method from the speech-aware
perspective and how humans favorably perceive the recon-
structed mouth movements.

Second Study: Lip Reading In the second study, users
(disjoint set of participants compared to the first study) were
presented with a muted video of a person speaking a specific
single word in the form of a 3D talking head reconstructed
from one of the compared methods and then were asked to

find which word is being said from 4 different alternatives
(multiple choice). For this, we cropped 40 single words
from the MEAD and TCD-TIMIT datasets, covering differ-
ent visemes, and presented each user with a random subset
of 30 words (6 words for each method in each question-
naire). A total of 31 users completed this study. Classifica-
tion results are shown in Table 3. It is interesting to see that
our method achieves similar scores to EMOCA and DAD,
even though EMOCA did not explicitly model the mouth
jaw. This points to the fact that even though our method is
significantly more realistic in terms of articulation, as the
first user study supports, there are cases in which humans
are not able to correctly identify the word or even cases
when semi-erroneous articulation, e.g. unrealistically ex-
aggerated as in the case of EMOCA, can be sufficient for
distinguish specific words. A per word analysis with visual
examples is provided in the supplementary material.Despite
the low accuracy, our system seems to marginally outper-
forms the compared SoTA methods in the challenging task
of lip-reading performed by non-experts.

4.3. Ablation study

In Fig. 6 we show results of training the network with
and without the geometric constraints from landmarks. We
can see that in some cases, completely removing geometric
constraints and training only with perceptual losses leads to
artifacts around the eyes, nose and mouth shape.



DECA EMOCA 3DDFAv2 DAD

Ours 201/37 185/53 218/20 150/88

Table 2: Preference results of the first subjective study. Our
method is significantly (p < 0.01 with binomial test after
adjusting for multiple comparisons) more realistic in terms
of mouth movements and articulation.

Ours DECA EMOCA 3DDFAv2 DAD

47.3% 38.7% 45.2% 23.6% 46.7%

Table 3: Classification accuracy obtained from the second
user study (word-level lip-reading). More detailed results
are included in the Suppl. Material.

Figure 4: Training of the perceptual encoder without (left)
and with (middle) geometric constraints based on 2D land-
marks. Omitting geometric constraints from the rest of the
face leads to appearance of artifacts in the eyes and nose
in some cases, while completely omitting 2D information
from mouth landmarks can lead to some failure cases in the
mouth area. Please zoom in for details.

Finally, in Fig. 3 we also present multiple visual compar-
isons from the 3 datasets with the four other methods.

5. Discussion
Our method has introduced a significant step towards

creating truly realistic 3D talking heads, as it has been
shown by our extensive objective and subjective evaluation
against other SoTA methods. It is important to note that our
method even outpeforms DAD, which was trained with 3D
annotated data on a large-scale dataset. It should also be
pointed out, as it is also evident in Figure 3 that the lipread
loss, not only retains the motions and shape of the mouth,
but it also makes it more distinct in the rendered mesh. It be-
comes apparent that in order to achieve realism in terms of
speech, we need to opt for more perceptual losses. This has
also been done in previous methods regarding the emotional
expression [18] as well as 3D shape [20, 62]. Note also that
training with our lipread loss does not require any kind of
text transcriptions or the corresponding audio. Moreover,
even though our method is trained in speech videos accord-
ing to the proposed lipread loss, it can be used to model ar-
bitrary mouth movements, non-related to speech. This gen-

eralization property stems from the fact that we train to per-
ceptually simulate mouth movements and thus the encoded
mouth features are not necessarily correspond to speech-
related movements.

Limitations We point out that the results of the objective
evaluation on CER and WER, remain much higher com-
pared to the original footage. This is of course, among oth-
ers a problem of the different domain of the rendered im-
ages compared to the ground truth. The absence of teeth
and tongue is also important, since they play a large role
in the detection of specific types of phonemes/visemes such
as alveola and dental consonants. This domain adaptation
problem has not been addressed in this work, since our ap-
proach works well in practice, but it remains a hindrance to
unleashing the full potential of the described losses. This
domain problem also includes the perceptual losses. Both
perceptual losses make the assumption that the original im-
ages and the rendered ones belong to the same visual “do-
main”. Nonetheless, there is indeed a realism/domain gap
between these two feature spaces that may lead to inconsis-
tencies; this is why we needed to have relative landmarks.
As a result, the loss of landmarks and the lipread loss some-
times compete against each other: on one hand, lip reading
tries to improve the perception of the talking head while
landmarks, if not detected accurately tend to reduce the
realism. On the other hand, we have observed that from
a threshold and lower, reduction of lip read loss tends to
create artifacts; which is why we need the constrains from
landmarks to retain the realism of the facial shape. In ad-
dition, although our method includes a loss borrowed from
EMOCA [18], in order to retain the facial expressions out-
side the mouth (e.g. in eyes), since it was trained only on the
LRS3 dataset (which does not include emotional samples)
the results in some cases tend to not include the intensity of
emotion present in EMOCA. Furthermore, note that while
DECA and EMOCA included detailed refinement, by cal-
culating a detailed UV displacement map, which modeled
person specific details such as wrinkles, our method does
not include this step.Finally, while as we have already stated
our method does not need text transcriptions or audio, we
believe that these modalities, if present in the dataset, could
be leveraged in order to improve the total perception.

Societal Impact While we do not believe that the method
described in this text can have any direct negative applica-
tions, we are aware that the end goal of this method, which
is fully realistic 3D reconstruction of human talking heads
can be used negatively, as demonstrated recently in deep-
fake technology. As a result, we believe that researchers
active on the field of 3D face reconstruction and synthe-
sis should also at the same time explore methods that accu-
rately detect fake 3D reconstructions [45].



6. Conclusion
We have presented the first method for visual speech-

aware perceptual reconstruction of 3D talking heads. Our
methods does not rely on text transcriptions or audio; on the
contrary we employ a “lipread” loss, which guides the train-
ing process in order to increase the perception of mouth.
Our extensive subjective and objective evaluations have ver-
ified that the results of 3D reconstruction are significantly
preferred to counterpart methods which rely only on geo-
metric losses for the mouth movements, as well as to meth-
ods that use direct 3D supervision. We believe that we
have performed an important step towards reconstructing
truly realistic talking heads, by focusing not on the purely
geometric-based aspect of things, but also on the perception
from humans.
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Supplementary Material

A. Inaccuracies of 2D landmarks

As we stated in the main text, the necessity of a percep-
tual visual-speech aware mouth loss stems from the inac-
curacies that we have observed in face alignment methods.
In traditional 3D reconstruction in-the-wild, 2D landmarks
from a face alignment method are used for weak supervi-
sion [18, 29, 20] to make up for the lack of ground truth 3D.
However, 2D landmarks, especially around the mouth prove
to be a poor guide for reconstructing accurate and percep-
tually realistic mouth movements. We show examples of
inaccurate 2D landmarks in Figure 5.

Figure 5: Examples of inaccuracies in 2D landmark detec-
tion. Notice how especially on the right column the face
alignment has not accurately predict mouth closure which
is of vital important for realistic perception of bilabial con-
sonants (/p/, /m/, /b/).

Nonetheless, apart from inaccurate prediction of 2D
landmarks in several cases, weak 2D supervision for dense
modeling is ill-posed, especially for the lip area which can
assume extremely diverse formations. A final remark on
this subject also should be the fact that while some lip land-
marks (in the most commonly used template of 68 facial
landmarks) such as the lip corners have a semantic mean-
ing, intermediate lip landmarks have an intrinsic ambigu-
ity in their definition and present significant variance across
different annotators [46].

B. Ablation study on lipreading features and
CTC loss

B.1. ResNet18 vs Conformer features

As mentioned in Section 3.2.1 of the main text, we se-
lected features from the ResNet18 output of the lipreading

network instead of latter features from the output of the con-
former. We present here an ablation study between these
two features. For this ablation study, in order to study the
immediate effect of different features, we directly optimize
the initial estimation of DECA [20] expression ψ and jaw
pose θjaw parameters using the lipread and regularization
losses: L = λlrLlr + λψLψ + λθjawLθjaw where λlr = 4,
λψ = 1e − 3, and λθjaw

= 200. We avoided using the re-
laxed geometric loss from landmarks in this study in order
to see the full effect of the different features.

The results of this ablation are in Figure 6. For each
image sequence sample in the Figure we show in the top
row the original footage, in the 2nd row the initial estimate
of DECA [20], in the 3rd row the result of optimizing the
lipread loss using Conformer features, and the last row opti-
mizing the lipread loss using ResNet18 features. Although
the conformer preserves useful information for the mouth
area, there is not a strict visual correspondence with the
original images, because the features are largely affected
by the sequence context. On the other hand, features from
ResNet18 retain the spatial structure and strict correspon-
dence and are more suited to use for the perceptual lipread
loss.

B.2. CTC loss and adversarial examples

We also considered in our initial experiments leverag-
ing text transcriptions and enforced a Connectionist Tempo-
ral Classification (CTC) [28] loss on the text prediction of
the lipreader. Apart from some straightforwards downsides
such as the computational overhead of processing whole
sentences at once this loss, and requirement of text tran-
scriptions, not only did this loss not retain any spatial struc-
ture, but also led to emergence of completely distorted facial
reconstructions that achieved a perfect lip reading recog-
nition - a common phenomenon found in adversarial at-
tacks [26, 4]. We showcase this behavior in Figure 7.

C. Details on geometric constraints and loss
function for the perceptual encoder

In Section 3.2.1 apart from the perceptual expression and
lip movements loss we also briefly mentioned our geomet-
ric constraints loss Lc which is used to guide the optimiza-
tion process, to mitigate problems that arise from the do-
main gap between the input and rendered images. This
geometric constraints loss includes the L2 norm of the ex-
pression ψ and jaw pose θjaw parameters with respect to
the initial estimate of deca: Lψ = ||ψ − ψDECA||2 and
Lθjaw = ||θjaw − θDECAjaw ||2.

In addition, we also apply an L1 loss between the pre-
dicted and original landmarks (obtained with face align-
ment [12] of the nose, eyes and face outline: Ln = ||Er −
Egt||, where Er are the predicted and Egt the original



Figure 6: Comparison between features from the ResNet18
network of the lipread versus features from the conformer
level. For each example, the top row shows the original
footage, 2nd row the prediction of DECA [20], the third
row the result of optimizing the lipread loss using con-
former features, and the last row using the ResNet features.
While features from the conformer do improve the mouth
area, they do not have a strict visual correspondence with
the corresponding original images. On the other hand, fea-
tures from ResNet better retain spatial information about the
mouth structure.

landmarks. For the mouth however, we employ a more re-
laxed constraint by using the intra-distances of mouth land-
marks instead of the direct values: Lm = ||Dm

r −Dm
gt ||2,

Figure 7: Two examples of adversarial attacks using the
CTC loss. Middle row shows sampled frames from the
original predicted sequence by DECA [20] of two sentences
with starting CER (character error rate) around 0.90, while
the third row shows completely distorted examples which
however achieve near-perfect CER.

whereDm
r are the distances between pairs of the predicted

mouth landmarks while Dm
gt are the distances of pairs of

original mouth landmarks.
We use this more relaxed version because a straightfor-

ward loss between the predicted and original landmarks is
more strict and can lead to erroneous reconstructions, since
perceptual losses and the 2D landmark loss can be contra-
dicting. For example, observe Fig. 8. In this example, the
left column shows the initial estimate of DECA, the mid-
dle column the predicted reconstruction of a model trained
with an L1 loss imposed on the mouth landmarks as well,
and the third column a model trained with a more relaxed
loss on the mouth using the intra-mouth distances. As it
can be seen, strict landmark losses guide the result to re-
semble DECA. On the other hand, relative losses are less
strict, and the model accurately predicts the mouth struc-
ture. Concluding, the perceptual encoder is trained with the
following criterion:

Lpc = λlrLlr+λemLem+λψLψ+λθjaw
Lθjaw

+λnLn+λmLm

where λlr = 2, λem = 0.5, λθjaw = 200, λn = 50,
λm = 50. Note that especially for the weight λψ , we se-
lected a nonlinear weighting scheme:

λψ =

{
1e− 3, if Lψ < 40
2e− 3, if Lψ > 40

}
(1)

which we found in practice to work better than a traditional
fixed weight. The motivation behind this nonlinear tweak of
the regularization term is to impose stricter constraints af-
ter an empirical threshold, since we have observed that the



necessity to continuously minimize the reported perceptual
losses may lead to artifacts. Even though this modification
does not significantly affects the procedure, we found it ef-
fectively reduced specific artifacts.

Figure 8: Ablation between using absolute position of
mouth landmarks or relative intra-mouth distances. The
first column is the initial estimate of DECA, the second col-
umn the predicted reconstruction of a model trained with
an L1 loss imposed on the mouth landmarks as well, and
the third column a model trained with a more relaxed loss
on the mouth using the intra-mouth distances. Strict mouth
landmark losses erroneously guide the output to resemble
DECA, while the relaxed constraints leave enough freedom
to the perceptual loss to accurately capture the formation of
lips.

D. Failure Cases
Finally, we also include in Figure 9 two examples of er-

roneous mouth reconstructions of our model. In the first ex-
ample there is an artifact in the mouth area, while in the sec-
ond example, the reconstructed 3D shape has erroneously
an open mouth. We believe that there are two major fac-
tors which can negatively affect our method. First, while
our geometric relative constraints have greatly alleviated the
domain gap problem in the perceptual losses, we can still
find samples where this problem has created some minor
artifacts. Second, since the perceptual loss itself originates
from a neural network, failure cases of the lipread loss prop-
agate to our 3D reconstruction model.

E. Analysis of Second User Study
As we showed in the second user study of Section

4.2 (Lip Reading study), even though our method is sig-
nificantly more realistic in terms of mouth motion (as
pointed out by the first user study) compared to other
methods, it achieved a marginally better performance with
EMOCA [18] and DAD [42]. Here, we show a per-word
in depth evaluation of the results of the second user study.
Specifically, we report the recognition accuracy in Table 4
for five indicative cases where our method under-performs

Figure 9: Examples from failure cases of our model. The
domain gap problem can still cause some mouth artifacts,
even when guided by our geometric constraints. Note also
that any failed results of the lipread network propagate to
our 3D reconstruction method as well.

and also five cases where our method outperforms competi-
tion. In addition, in Figure 10 we also show example video
reconstructions of three words: PERFUME, NARROW, and
PEOPLE. In the first two words our method had a signifi-
cantly higher recognition accuracy, while in the last one,
DAD performed better. As we can see from the visual com-
parison in 10(c), our method in this specific case failed to
accurately capture the closed mouth formations that corre-
spond to the bilabial consonants /p/. On the other hand,in
the the first two words our method accurately captures the
mouth formations for the rounded vowels /o/ and /u/ in con-
trast with EMOCA and DAD. Note how also in PERFUME,
our method accurately depicts /f/ in the third frame.

In the study there were also cases where the majority of
the methods perform well due to the very distinct pronunci-
ation of the words (e.g. “BALEFUL” and “UMBRELLA”)
and cases where all methods considerably under-perform
(e.g., “GREASY”, “SURRENDER”) due to subpar recon-
struction and “difficult” alternative words (e.g., “SURREN-
DER” was mostly confused with the alternative choice
“SURROUNDED”).

F. Extra Visual Comparisons
Finally, in Figure 11 we show more visual compar-

isons with 3DDFAv2 [29], DAD [42], DECA [20], and
EMOCA [18]. We also refer to the acoompanying video of
the supplementary material where you will also find many
video examples with sound.



(a) PERFUME (b) NARROW

(c) PEOPLE

Figure 10: Three example words from the second user study (lip reading). We show our method against DAD and EMOCA.
In PERFUME and NARROW, our method accurately predicts the rounded mouth formations. In the third case of PEOPLE,
we see a failure case, where the bilabial consonant /p/ which corresponds to closed mouth was not predicted accurately. Note
how also in PERFUME, our method accurately depicts /f/ in the third frame.

PLACE PEOPLE WITHDRAW AROUND CONSIDERABLE PROBLEM WHATEVER NARROW AUTHORIZED PERFUME

DAD 60 100 71 100 67 25 50 78 50 50
EMOCA 67 20 100 33 100 17 40 67 0 67
DECA 20 50 17 62 50 0 50 0 25 50
3DDFAv2 33 0 20 50 0 20 40 0 38 40
Ours 25 57 40 40 67 67 71 89 100 100

Table 4: Per-word recognition results for the second user study, including all considered SoTA methods. We report indicative
cases of failure (first five columns) and success (last five columns) of our approach compared to the other methods.



Figure 11: More visual results and comparisons with other methods on the LRS3, MEAD, and TCDTIMIT datasets. From
left to right: original footage, 3DDFAv2 [29], DAD [42], DECA [20], EMOCA [18], ours. In the accompanying video you
will also find many video examples with sound.


