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Abstract—The increasing popularity of applications such as
video streaming in today’s mobile devices introduces highe
demand for throughput, and puts a strain especially on celllar
links. Cooperation among mobile devices by exploiting both
cellular and local area connections is a promising approacto

Mobile

meet the increasing demand. In this paper, we consider that Device Dev'/ie"""

a group of cooperative mobile devices, exploiting both cellar IN"] ' cl Local Arca g~ C
and local area links and within proximity of each other, are B Connections
interested in the same video content. Traditional network ontrol (a) No-cooperation (b) Cooperation

algorithms introduce high overhead and delay in this setup Fig. 1. Mobile device usersA, B, and C are in close proximity, and
as the network control and cooperation decisions are made in jnterested in the same video content. (a) No-cooperatiash Enobile device
a source-centric manner. Instead, we develop a device-ceitt uses its own cellular link to stream video. (b) Cooperatiach mobile device
stochastic cooperation scheme. Our device-centric schemBcC  uses cellular and local area links simultaneously to strewi®o.

allows mobile devices to make control decisions such as flow

control, scheduling, and cooperation without loss of optirality. ; ; ; ;
Thanks to being device-centric, DcC reduces; (i) overheadi.e., their neighbors. Thus, the streaming rate increases o0k

the number of control packets that should be transmitted ove from 100kbps, which |S&_1$|gn|flcant |mprc_)vement [_3]' [4].©n_
cellular links, so cellular links are used more efficiently,and (i) ~important problem, and is the focus of this paper, is thegtesi
the amount of delay that each packet experiences, whichimpwes of a stochastic control algorithm that is efficient in praetin
quality of service. The simulation results demonstrate thdenefits  terms of overhead and delay. O

of DeC. Traditional network control algorithms such as backpressu
[18], [19], [20] make control decisions such as routing and
scheduling (and cooperation decision in our problem setup)

The increasing popularity of applications such as vides“source-centric” manner. In our problem, this correspsood
streaming in today’s mobile devices introduces higher deimathe case that the servers in the cloud make decisions about (i
for throughput, and puts a strain especially on celluldedirin  the number of video packets that should be pushed to each mo-
fact, cellular traffic is growing exponentially and it is eqied bile device, and (ii) the amount of cooperation among mobile
to remain so for the foreseeable future [1], [2]. devices;i.e., the number of packets that each mobile device

Cooperation among mobile devices is a promising approasiould transmit to other mobile devices in its neighborhdiod
to meet the increasing throughput demand over cellulaslinlorder to make these decisions, video servers should kegp tra
In particular, when mobile devices are in the close proximibf the states of the mobile devices, which includes quelessiz
of each other and are interested in the same content, devioemobile devices as well as cellular link qualities towaedsh
to-device connections such as WiFi or Bluetooth can be omobile device. This puts significant amount of overhead over
portunistically used to construct a cooperative system[f3] the cellular links. Furthermore, when there is congestiogr o
Indeed, this scenario is getting increasing interestiE3§.,a the cellular links, the state informatione., control packets
group of friends may be interested in watching the same videan be delayed significantly, and the video servers may not
on YouTube, or a number of students may participate in amake timely decisions such as reducing or increasing tles rat
online education class [3]. More details about the pralityca towards each mobile device. This increases end-to-eng,dela
of this scenario is provided in [3]. To better illustrate sthiwhich may not fulfill quality of service (QoS) requirements o
setup, we provide the following example. video streaming applications.

Example 1:Let us consider Fig. 1, where mobile device In this paper, we develop a device-centric cooperation
users in close proximity are interested in the same videe catheme to determine the number of video packets each mobile
tent. Fig. 1(a) shows no-cooperation where each mobilecdevilevice should receive via cellular links as well as from its
uses only its cellular link to stream video. For exampleh# t neighbors. Our approach is grounded on a network utility
cellular link rates are 100kbps, each user’s streamingwdte maximization (NUM) formulation of the problem and its so-
be 100kbps. Fig. 1(b) shows cooperation, where each mobil&ion [6]. The solution decomposes into several parts &ith
device uses cellular and local area links simultaneoublysg@ intuitive interpretation, such as flow control, schedulmger
links operate simultaneously thanks to using differentaf cellular links, and cooperation and scheduling over locaha
the spectrum) to stream video. Each user downloads 100klipks. Based on the structure of the decomposed solution, we
of video through their cellular connection, and 200kbpsrfro develop a stochastic algorithm; Device-Centric Coopenati
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DcC. The following are the key contributions of this work:

\rtualSln

o We consider a scenario where a group of cooperative mo-
bile devices, exploiting both cellular and local area links PPN

are within proximity of each other, and are interested : A

- S : S X
in the same content. We propose a novel “device-centric - itN

cooperation” scheme for this scenario. @%)@ @@@ yw
« We develop network utility maximization (NUM) for- £
mulation of the device-centric problem, and provide its(@) Cooperative System (b) Source-Centric (c) Device-Centric
decomposed solution. Based on the structure of tIh—|g 2. (a) Cooperative system. (b) Source-centric codjpera(c) Device-
decomposed solution, we develop a stochastic deviggntric cooperation.
centric algorithm; DcC. We show that DcC moves the
functionality required for cooperation to mobile device$C¢(¢), ..., CE(t), ..., CS(¢)}. We assume thaCg(t) is the
without loss of optimality. state of the cellular links to mobile node We consider that
o We evaluate our scheme via simulations for multipleellular links towards different mobile devices are inéeeince
mobile devices. The simulation results confirm that Dcee as interference could be handled by base stations. Let
reduces; (i) overheade., the number of control packetsT'c.(,) denote the set of the link transmission rates feasible at
that should be transmitted over cellular links, and (ii) théme slot¢ for channel stateC“(t).
amount of delay that each packet experiences. Local Area Links:In our setup, we consider that mobile
The structure of the rest of the paper is as follows. Sectiondevices are in close proximity and they hear each other.
gives an overview of the system model. Section Ill presdws tTherefore, in the local area, each mobile device can conaect
NUM formulation of our device-centric scheme. Section I\another device directly. This gives us a fully connectedtop
presents the stochastic device-centric cooperation ittigor 0gy. Depending on the underlying technology, local areastra
DcC. Section V evaluates DcC. Section VI presents relatgtissions can be unicast.¢).,Bluetooth, or WiFi) or broadcast

work. Section VII concludes the paper. (can be achieved by extending WiFi [3]). In our formulatipns
we consider both unicast and broadcast transmissions in the
Il. SYSTEM MODEL local area. We consider protocol model in our formulations

In this section, we provide an overview of the device- and 5], where each mobile device can either transmit or recaiv
source-centric cooperation models demonstrated in Fig. he same time. Since our local area network is fully conrigcte
First, we provide a cooperative system setup that are comnmnly one mobile device can transmit in a slot.
to both device- and source-centric models. At slott, C"(t) is the channel state vector of the local area
. links, whereC"(t) = {C{5(t),...,C}* (t),...,C%_ t)}.

A. Cooperative System We assume tha(l'C)’,C (t {) iléQ('crze staécén(o]2 the vjziréi]evs(s)}link

Setup:We consider a cooperative system shown in Fig. 2(8)etween node: and n. Let I'cw() denote the set of the
where each mobile device is able to connect to the Interngik transmission rates feasible at time sidor channel state
via cellular linkg, and forward packets to other mobile dewce@“f( ) for unicast transmission. S|m|lar|y:0§)“(t) denote the
through the local linkse.g.,Bluetooth or WiFi. set of the link transmission rates feasible at time sldor

The cooperative system consist &f mobile devices and channel stateC"(¢) for broadcast transmission.

a source node. Note that the source node represents V|deo

servers, proxies, and base stations. This representdiiovsa B+ Source-Centric Model

us to focus on the bottlenecks of the system, namely cellularThe source-centric cooperation model is shown in Fig. 2(b),
links from the base station to the mobile devices and thd losdhere the source node transmits a video flow to a set of
area links [4]V is the set of the mobile devices, wheke= mobile devicesV. The flow generation rate at the source for
IN|. The mobile devices are interested in the same content andbile devicek is xx(t), k € N. xx(t) is i.i.d. over the
they construct a cooperating grotiVe consider that time is slots and their expected value$;, = Elx(t)], E[x(t)?] are
slotted andt refers to the beginning of slat finite. Note that even if all mobile devices are interestethi

Cellular Links: Each mobile devices € N is connected same content, they may receive the content at differens.rate
to the Internet via its cellular link. At slot, C*(t) is the In video streaming applications, this corresponds to ciffie

channel state vector of the cellular links, whef&(t) = levels of video quality. Flow rate(t) is associated with a
utility function Uy (x(t)), which we assume to be strictly
INote that we provide the source-centric model in additiomuo device- concave function ofr (t).

centric model so that we can make a connection and compakistwmeen . -
device- and source-centric schemes in the rest of the paper. Flow rate over the cellular link towards nodg is

2Note that our device-centric scheme is generic enough tadednternet maXne/\/{xk,n (t)}, where xk,k(t) is the rate towards node
connections via WiFi, but we only focus on cellular links famternet £ to help nodek, while ., (¢), k # n is the rate towards

connection in this paper to make the presentation and asalysple. nodek to help noden. The flow rate over the cellular link is

3We consider that all mobile devices volunteer to cooperataowt any . f th . I bil
malicious activity. This is possible in our setup due to &g social ties as maximum of the rates.e., maxn@\/{ka (t)} as all mobile

the mobile device users are in close proximity to each other. devices are interested in the same content. Notezthatt) is



the rate over the cellular link towards noélewhile x4 (t) is [1l. DEVICE-CENTRIC NUM
the flow generation rate for devide Flow rate over the local

area link from nodek to noden is hy.(t), k # n. Note that I this section, we formulate the device-centric network
hin(t) is to help noden using nodek as a relay. utility maximization (NUM) framework. This approach sheds

i i _light into the structure of the our stochastic algorithm DcC
In the source-centric model, at time slgtqueuepu(t) is which we present in the next sectién.
constructed at the source, and it queues packets that will be
transmitted to node:, and changes according to following ,
dynamics at every time sldt A. Formulation
We provide NUM formulations for (i) unicast and (ii
it + 1) < maxu () - Z k() 0]+ 2k(t) (1) broadcra)\st transmissions in the local ar(e)a. For unicasp,(sgtu

neN oo .
) . © ) ) ~ the NUM formulation is P-Unicast:
At time slott, queuey,, ;(t) is the queue size at mobile device
n, and it queues the packets that should be transmitted to node max Z Uk(yw)
k. v 1 (t) changes according to following dynamics at every T keN
time slot¢. s.t. g’,j_,s + Z g]]:,n =y, VkeN
neN—{k}
Un i (t + 1) < max[vy, x(£) = b k), 0] + To(t)  (2) ©
95,3 = g,];n7 Vke N,neN —{k}
C. Device-Centric Model {m%{gﬁs}}we/\/ e€Tce,
ne ’
{97 wYoren men—ky € Tow. (6)

In the device-centric model shown in Fig. 2(c), a virtual o ) ] ]
source is added to the system and the real source becomé&@ gbjectwe of P-Unicast is to determine= {yx}rer 9
virtual sink. Nodek receives packets with raig,(¢) from the = {9n.s}vennen Which maximize the total utility function;
virtual source and forwards these packets to the virtuad sin_rea Ux(yk). The first constraint is the flow conservation
and other mobile devices. The transmission rate over the ¢gpnstraintat nodé; y; is the incoming traffic rate from virtual

: _ - k ko i
lular link from nodek to the virtual sink isnax,en{gf ,(t)}. SOUrce o node, andgy ; +>,cxr (1) 91, 1S the outgoing
The transmission rate from nodeto n is gf . (¢). traffic rate from nodet to the virtual sink and the neighbors.

i _ The second constraint is the flow conservation constraint at
Note that the flow ratesyy (), g5 ,(t), gi ,(t) are virtual noden for nodek’s flow; g% is the incoming flow rate to
flow rates. In our device-centric scheme, these virtual flowodern from nodek, and 95,; is the flow rate from node

rates are used to determine the real flow valug$t), zx,n (1),  towards virtual sink. The last two constraints are the cipac

hi.n(t) as explained in Section IV. constraints over cellular and local links.

In the device-centric model, at time slot queue\(t) For broadcast setup, the NUM formulation is P-Broadcast.
is a virtual queue size constructed at ndde\,(t) changes The objective function and the first three constraints of P-
according to following dynamics at every time slot Broadcast is the same as P-Unicast in Eq. (6). The rest of the

constraints of P-Broadcast:

Ak(t+1) < max{Mi(8) = gb () = D gia(6),01+

neN—{k} g]]:,n < Z fn,J7 VkEN,’HEN_{k}
yk(t) (3) TJEH|kET n¢ T

. . i i elgw. 7
At time slot¢, queuey, i (t) is a virtual queue size constructed Un.ghmen geuings b @

at noden. 7, (t) changes according to following dynamicsT he first constraintin Eq. (7) relates the broadcast trassion

at every time slot. rate to the link rate. Lef/ be a set of nodes, arid be the set
L L of node combinations,e., J € H. If packets are broadcast

Mk (t+1) < max(n k() = gn,5(8): 01 + 95.,(t) (4 from noden to node set7, each node: € J can receive

In addition to the virtual queues, (t) andn,, (t), a real queue the packets (depending on the loss probability). In theagevi

Qn.x(t) is constructed at node and evolves according to theCentric system, this corresponds to simultaneous trasgmnis
following dynamics at every time slat from nodes in7 to nodek. f, s is the broadcast rate in the

source-centric system. Since there may be diffetgnsets
Qni(t +1) < max[Qn k(t) — hnk(t),0] + 2nk(t)  (5)  which contain nodet, f,, s is summedv.7 € H|k € J,n ¢
J to determineg,’jyn. The second constraint in Eq. (7) is the

Note thath,, x(t) is the amount of the real outgoing traffic 3 .
broadcast capacity constraint.

from noden to k (i.e., from queue®), ), andz, ;(t) is the
amount of the real incoming traffic to noeefrom the source
(i.e.,to the queue),, k)_ The relationship between the real and "'_Note_that N_UM optimizes the average values of the parame[msare

. ’ . ., defined in Section Il. By abuse of notation, we use a variablg.,, ¢ as the
Y'rtual queues as well as real and virtual flows are prov'd%aerage value of(¢) in our NUM formulation if both¢ and ¢(¢) refers to
in Section V. the same parameter.



B. Solution

cellular link scheduling parts. The only different part st

Lagrangian relaxation of the first two constraints of botROOPeration & local area link scheduling as explained later

Eq. (6) and Eq. (7) gives the following Lagrange function:

Device-Centric Cooperation (DcC):

L= Uslye)+ > Mlgfs+ D ghn— )+

keN keN neN—{k}

S0 mrlghs -9k

keN neN—{k}

(8)

where \;, andn, ; are the Lagrange multipliers. Note that
Ar and n, ; represent the virtual queue sizes defined by
Egs. (3),(4). The values of, andn, ;, are tracked at nodés
andn, respectively. Note that these values are virtual values,
and a counter is sufficient to keep track of these values.

Eq. (8) can be decomposed into several intuitive sub-
problems such as rate control, and scheduling. First, weesol
the Lagrangian function with respect t@:

e = (U) ™ (k) 9)

where(U;)~! is the inverse of the derivative &f;. SinceUy,
is strictly concave function ofy, yi is inversely proportional
to \;. This means that when the queue sigeincreasesy;
should reduce. In the system implementation, nbdequests
yr packets from the real source.g.,video server).

Second, we solve the Lagrangian fgf, and g .

max Y [egiot Y Mendil
keN neN—{k}

s.t. {max{gi .} }veen € Lee, (o) °
After gF . and gp, are determined, node: requests
maxneN{ggys} packets from the source through its cellular
link. Note thatg; , and g;. are different fromy; as y; is
the total flow rate requested by nodeand this rate can
be transmitted through both its cellular link or from the
neighboring nodes, whilg . and g, are the rates over
cellular links. ' 7

Finally, we solve the Lagrangian with respectglg;n. Note
that the solutions in Eq. (9) and Eq. (10) holds for both P-
Unicast and P-Broadcast. However, the solutions of P-Wica
and P-Broadcast with respect g, differ as explained
next. The solution of P-Unicast with respect tg, is:
maxg Dpen Dnen— (kA — ﬁn,k)g;’;n subject to the last
two constraints of Eq. 86). The solution of P-Broadcast with
respect togy , is: maxg e nr Dnen— k) (M~ k)95,
subject to all the constraints in Eq. (7).

Next, we design our stochastic algorithm; Device-Centric
Cooperation (DcC) based on the structure of the decomposed
NUM solutions, i.e., Eq. (9),(10) as well as the local area
scheduling solution presented above.

IV. DEVICE-CENTRIC COOPERATION(DCC)

Now, we provide our Device-Centric Cooperation (DcChhe
algorithm which includesate contro| cellular link scheduler the

Rate Control:At every time slott, the rate controller at
nodek determines the number of packets that should be
requested from the source according to;

max[M Uy (yx (1)) = Me(t)ye ()]

stoyk(t) < R (11)

whereR;*** is be a positive constant larger than the cel-
lular rate from the actual source, andlis a large positive
constant. The values aR;** and M are important for
the stability of the DcC algorithm [7}(¢) is the number
of packets that will be requested from the source.

o Cellular Link SchedulerAt every time slott, the cellular

link scheduler at nodk determines the number of packets
requested through the cellular links.

Z (nk,n(t) - Qk,n(t))gl?,s(t)

neN—{k}
St {gk s(t) fvnen € Leeqyy.-

After gy (t) and g ,(t) are determined, the real flow
rates are determined as, ;(t) = g’,j,s(t) and xy, (%)
gr (t) — B, where > 0 can be chosen to be arbitrarily
small, andmax, cn-{z1.,(t)} amount of video packets
are requested from the source by ndde

Cooperation & Local-Area Link Scheduler for Unicast:
At time slot ¢, the link rategy , (t) is determined by;

m;i.X Z Z [/\k(t) - nn,k(t) + Qn,k(t)]gllzn(t)

keN neN—{k}

max A (£)gr (t) +

(12)

St {gr () vken nen— 1 € Tow - (13)

After g () is determinedh,, . (t) = g, (t) amount of
video packets is requested from noddyy nodek.

o Cooperation & Local-Area Link Scheduler for Broadcast:

At time slot ¢, the link broadcast rate is determined by;

m?x Z Z Z [/\k(t) _nn,k(t)+

kEN neN—{k} JeH|keT ,ngT
Qe (t)] fr, s (t)

S.t. {fn,7 () bonen,genres € Loy (14)

After f, 7(t) is determined,f, 7(t) amount of video
packets are transmitted from node to nodes in

J. The optimum value ofgy (t) is gy .(t) =

> sennesmas fng®, Yk € N e N — {k}.
Therefore, the real transmission rate of over each link is
equal toh, k(1) = g’;i_,n(t) = Y senkeg ngs Ina(t),

Vk e Nyne N — {k}.

Theorem 1:If channel states are i.i.d. over time slots, and

arrival ratesE[y(t)] = Ax,Vk € N are interior of
stability region of cellular and local area links, then

and cooperation & local area link scheduleNote that both DcC stabilizes the network and the total average queue,sizes
unicast and broadcast setups have the same rate control iastliding both virtual and real queues, are bounded for both



unicast and broadcast setups. devicek determines and requests(t) andmax,ea{zk.n(t)}
Proof: The proof is provided in [7]H amount of video packets from the source. These request
Theorem 2:If the channel states are i.i.d. over time slotanessages introduag@(1) overhead over each cellular uplink.
and the traffic arrival rates are controlled by the rate @ntrThus, DcC reduces the overhead fréMN) to O(1), which
algorithm in Eq. (11), then the admitted flow rates converge significant considering the fact that cellular link caipas

to the utility optimal operating point with increasinyg . are limited as the demand for cellular links is already high
Proof: The proof is provided in [7]H and keeps increasing [1], [2]. Furthermore, since DcC intro
duces constant overhead over the cellular links, it pravide

V. EVALUATION OF DEVICE-CENTRIC COOPERATION scalability.

In this section, we evaluate our DcC algorithm as comparedpelay: DcC improves packet delay over ScC thanks to
to Source-Centric Cooperation (ScC), and highlight the-beamploying virtual queues. Indeed, although the virtualugue
efits of DcC over ScC. Therefore, we first provide a briefizes could be large in DcC, the real queue sizes could be
description of ScC algorithm in the following. significantly small as compared to the real queue sizes in
A. Source-Centric Cooperation (ScC) ScC. Furthermore, the loss of control packets carrying gueu

determinesy, (¢); increases real queue sizes in ScC. On the other hand, DcC
makes all the decisions using local information in the mmbil
max [MUy(2x (1)) = pr(t)2x (1)) devices, so control packets are not carried over cellutdsli
s.t.ap(t) < Rpee (15 (only packet request messages are carried over the cellular

links in DcC), so the loss of control packets does not affect
o Cellular Link SchedulerAt every time slott, the source DcC as much as ScC. The simulation results provided in the

node determines, . (t) andx, x(t); next section demonstrate the benefit of DcC in terms of delay
as compared to ScC.
max i (8) 2k (t) + Z (i (1) = Vi o () )arn 1 (1) Practical Deployment:With the introduction of Dynamic
neN—{k} Adaptive Streaming over HTTP (DASH) or MPEG-DASH
St A{zn k() bvnen € Deer)- (16) [16], there is an increasing interest to client-based video

t-streaming application®.g., Netflix uses DASH [17]. Accord-
ing to DASH, the clients request video chunks at differetega
using their connection level measurements. Our devicéricen
max Z Z Un 1 (€)1 (1) approach, since it operates at the client side, could béyeasi
h kEN neN—{k} engaged with DASH to develop cooperative video streaming
(17) applications. Note that this could not be possible in ScC as
it requires the video servers to be involved in the decisibn o
« Cooperation & Local-Area Link Scheduler for Broadcastiyhich video chunks should be transmitted to the clients. We
At time slot¢, noden determines the broadcast rate; pelieve that our approach could be used to extend DASH for

o Cooperation & Local-Area Link Scheduler for Unicas
At time slot¢, noden determines the link raté,, 5 (¢);

St A{hnk(t) bvren men—{ky € Tow (-

mji‘x Z Z Z Vo (8) s (1) cooperative video streaming in mobile devices.
kEN neN—{k} JinH|keT n¢J C. Simulation Results
St AfngObvnen,genings € Loy (18) In this section, we demonstrate the benefits of DcC over
whereh,, i (t) = Zjemkej,nw fu.7(t). ScC .in terms of overheat_j and delay .through simulations. We
_ consider a cooperative video streaming system and topology
B. Benefits of DcC over ScC shown in Fig. 2 for different number of users.
In this section, we explain the benefits of DcC over ScC in Fig. 3 presents the average rate per mobile device versus
terms of overhead, delay, and practical deployment. number of users for DcC and ScC. In this setup, the cellular

Overhead:ScC determines:;(t), zx x(t), and x, () at and local area link rates are the same and 1 unit, and thece is n
the source node according to Egs. (15), and (16). Therefdiass over the links. As seen, in both DcC and ScC, broadcast
the source node should know the queue sizg$t), v, 1(t), improves over unicast as local area resources are used more
and cellular downlink propertie§ c- ;). Although u(t) is  efficiently. More importantly, DcC and ScC achieve the same
constructed at the source node, (t) is constructed at rates for both unicast and broadcast, which is expected from
mobile devices, and the cellular downlink properties.;) Theorem 2. Note that we do not take into account the effect of
are usually measured by mobile devices. Thereforg,(t) overhead in this simulation.e., the length of control packets
and I'ce;) should be carried to the source node from eadre zero bytes.
mobile device over a cellular uplink. These control message Let us now consider overhead. We consider that queue size
introduceO(N) overhead over each cellular uplink. and channel state information are carried using 4 bytes from

On the other hand, in DcC, mobile devices construct all thlbe mobile devices to the video servers in ScC, and the video
real and virtual queues and make all decisidhg)., mobile rate request messages are carried from the mobile devices to
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the video servers using 4 bytes in DcC. The percentage i. -~ 14 -
the overhead as compared to packet size, which we assum 1. :2 712 :iz
be 1000 bytes is presented in Fig. 3(c). The overhead of S = : O

is increasing with the increasing number of users, while tt oz 0g

overhead does not change with the increasing number of us ~ °  ** Glposainy  °° O opomaiy %
for DcC. For example, the overhead is almost 20% when the (a) DcC (b) ScC

number of mobile devices is 50. This means that 20% of th@. 5. Rate versus loss probability over the cellular linf@ DcC. (b) ScC.
cellular link capacities should be allocated to carry thetca

messages in ScC. On the other hand, the overhead of Dc(§
small for any number of mobile devices.
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Fig. 4 presents queue size vs time for DcC and ScC. In tt g
setup, both cellular and local area link rates are 1 unitd, a< === P —
there is no loss over the links. As seen, the real queue sizes toss provavily
of ScC;i.e., ux(t) and v (t), could be very large, up to 75 (2) DeC (b) ScC
packets. On the other hand, although virtual queue sizesl colj9:- 6. Rate versus loss probability over the cellular linf@ DcC. (b) ScC.
be also large in DcC, the real queue siz@s;(t) is very low.

Thus, our scheme reduces queueing delay. queue sizes in ScC, which are already very high as compared

Fig. 5 presents transmission rate towards each user ver§u®cC, increase significantly with increasing loss rateicivh
the loss probability over the cellular links. In this setipth  introduces significant delay.
cellular and local area link rates are 1 units, and there is
loss only over the cellular links,e., there is no loss over
the local-area links. As expected, in both DcC and ScC, flow This work combines ideas from cooperation, network utility
rates decrease with increasing loss probability. Howede€; maximization, and stochastic network control.
improves over ScC when the loss rate increases, becausé&/hen several users are interested in the same content,
control packets are lost over the cellular links at high iadss, cooperative streaming is promising to improve throughjpat.
and the source cannot make correct decisions in ScC. Figinétance, [8], [9], [10] consider a scenario in which device
shows the average queue size versus the loss probabilityfordevice and cellular connections are used to disseminate the
same setup. In particular, queue sizes are averaged over toantent, considering the social ties and geographicaliprox
and per-node queues. For examplg,, is the average queueity for cooperation. Cooperation between mobile devices fo
size of\1, A2, and\3 which are time averages of (¢), A2(¢), content dissemination taking into account social ties,een
and \3(t), respectively. As seen, although the virtual queugtudied extensively [11], [12]. Cooperative video streagni
sizes increase in DcC with the increasing loss probability, systems are implemented over mobile devices in [13], [14]. A
real queue siz€),,, is very small and does not really increaseompared previous work, the goal of this paper is to design
with the increasing loss probability. On the other hand, ttaevice-centric cooperation scheme.

0.4 0.5 0 0.1 0.4 0.5
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V1. RELATED WORK



The NUM framework is promising to understand how differf14] s. Liand S. Chan, “BOPPER: wireless video broadcastiity peer-to-

ent layers and/or algorithms, such as flow control, congesti _Peer error recoveryin Proc. of IEEE ICME Beijing, China, July 2007.
| d . hould be desi d d imized é 5] P. Gupta, P. R. Kumar, “The capacity of wireless netagrin IEEE
control, and routing shou e designed and optimize [ » Trans. on Information Theoryol. 34(5), 2000.

[5]. We follow a similar approach, but we formulate thgi6] I1SO/IEC JTC1/SC29/WG11, “Information technology - iamic adap-

NUM framework Considering the specific requirements such tive streaming over HTTP (DASH) — Part 1. Media presentatiescription
devi tric desi fth ti bile devi and segment formats”, ISO/IEC 23009-1:2012, 2012.
as aevice-centric aesign o € cooperative mobile e\/|ces[17 http://techblog.netflix.com/2010/12/html5-andigd-streaming.html

The traditional source-centric, and backpressure-bagegl L. Tassiulas, A. Ephremides, “Stability propertiescohstrained queue-

stochastic network control algorithms have emerged froen th ing systems and scheduling policies for maximum throughpatul- tihop
. . . . . . radio networks,"in IEEE Trans. on Automatic Controlol. 37(12), Dec.
pioneering work in [18], [19], which showed that in wireless g9,

networks where nodes route packets and make scheduling [dg- L. Tassiulas and A. Ephremides, “Dynamic server aliiocato parallel

cisions based on queue backlog differences. one can gtabili dueues with randomly varying connectivitysf IEEE Trans. on Information
; . f Theory vol. 39(2), March 1993.

queues for any feasible traffic. It has also been shown tg

: ] ; %] M. J. Neely, E. Modiano, and C. Li, “Fairness and optinsébchastic
backpressure can be combined with flow control to provide control for heterogeneous networka; IEEE/ACM Trans. on Networking

utility-optimal operation guarantee [20]. Recently, rgee \]/Olé 12(23, AinIEZOB(/l)Sa_ ‘Receiver-Based Flow Controf Network
. ~F. LI an . Modiano, ecelver-base ow Control €elworks
based flow control scheme is developed for overloaded ngﬁ-m Overload,"in IEEE/ACM Transactions on Networking014.

works [21]. As compared to previous work, our scheme 82] M. J. Neely, “Stochastic network optimization with disption to
designed for cooperative mobile devices, and it creatgégalir ~ communication and queueing systems,” Morgan & Claypool,020
flows and queues to move control functionality to mobile

devices, and reduces the overhead over cellular links dag,de

which was not the focus of the previous work.

VIl. CONCLUSION

In this paper, we considered a cooperation scenario among
mobile devices for video streaming. We developed a device-
centric cooperation scheme; DcC. We showed that DcC re-
duces; (i) overhead;e., the number of control packets that
should be transmitted over cellular links, and (ii) the amtou
of delay that each packet experiences. Simulations demabast
significant improvement in terms of overhead and delay.
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