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Abstract—The rapid development of virtual network architec-
ture makes it possible for wireless network to be widely used.
With the popularity of artificial intelligence (AI) industry in daily
life, efficient resource allocation of wireless network has become
a problem. Especially when network users request wireless
network resources from different management domains, they still
face many practical problems. From the perspective of virtual
network embedding (VNE), this paper designs and implements a
multi-objective optimization VNE algorithm for wireless network
resource allocation. Resource allocation in virtual network is
essentially a problem of allocating underlying resources for
virtual network requests (VNRs). According to the proposed
objective formula, we consider the optimization mapping cost,
network delay and VNR acceptance rate. VNE is completed
by node mapping and link mapping. In the experiment and
simulation stage, it is compared with other VNE algorithms, the
cross domain VNE algorithm proposed in this paper is optimal
in the above three indicators. This shows the effectiveness of the
algorithm in wireless network resource allocation.

Index Terms—Wireless Network, Resource Allocation, Cross
Domain Virtual Network Embedding, Virtual Network Request

I. INTRODUCTION

In order to serve the rapid development needs of modern so-
ciety, modern network service models have formed a situation
of coordinated services in multiple heterogeneous networks
such as fixed networks, mobile networks and space networks
[1], [2]. Wireless network is a typical representative of the
above-mentioned networks and has been extremely widely
used by virtue of its flexibility of not requiring wired connec-
tions [3]. With the rapid development of network virtualization
(NV) technology, virtual network architecture has gradually
begun to serve as an infrastructure to support the development
of wireless networks [4]–[6]. As a basic network, wireless
networks are widely used in a variety of artificial intelligence
(AI) scenarios. Its application scenario is shown in Fig. 1.
In the virtual network environment, more and more wireless
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terminal users access the wireless network, they constantly re-
quest resources to the wireless network center, so the wireless
network center is facing a huge pressure of resource allocation.
Radio network resource management faces severe challenges,
including storage, spectrum, computing resource allocation,
and joint allocation of multiple resources [7], [8]. With the
rapid development of communication networks, the integrated
space-ground network has also become a key research object
[9].

With the continuous exploration and innovation of network
technology, NV technology is considered to be a promising
application technology that can be used as the infrastructure
of future networks. As one of the most concerned issues of
NV, the essential problem to be solved by virtual network
embedding (VNE) technology is the resource allocation prob-
lem of the underlying network [10], [11]. Under the virtual
network architecture, the process of end users requesting
resources from the wireless network is the embedding process
of virtual network requests (VNRs). Currently, a complete
wireless network covering the world has not been formed.
Due to factors such as geographic location, wireless networks
in different regions may belong to different network service
providers (SPs) [12]. There are commercial competition and
other relationships among SPs, and they are unwilling to
disclose user information and network topology information
in their domains, which brings difficulties to the allocation
of underlying network resources [13]. Cross-domain VNE
technology is a reliable way to solve the above problems.

Since the application of wireless networks, scholars and
researchers have fully explored the resource allocation struc-
ture and allocation methods under this network. Xu et al. [14]
proposed a dynamic resource allocation method based on load
balancing and QoS. The main purpose of this method was
to solve the problem of solidifying the optical fiber wireless
access (FiWi) network. This method was divided into three sub
directions: (1) In order to describe the real-time consumption
of the underlying network resources, a time window based
update mechanism of the underlying network resources was
implemented. (2) In order to accurately calculated the priority
of VNRs, a QoS based VNR ranking mechanism was pro-
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Fig. 1. Application scenarios of wireless network.

posed, which can reasonably sort VNRs. (3) A resource allo-
cation mechanism based on load balancing was implemented
to avoid unbalanced resource consumption. The authors took
into account the accuracy and balance of wireless network
resource allocation. They were outstanding representatives in
the field of wireless network resource allocation.

Miao et al. [15] studied the joint configuration of commu-
nication, computing and popular content resources in wireless
networks from the perspective of mobile virtual network oper-
ators (MVNOs). The authors summarized the MVNO problem
as a distribution game and by adopting a supply-demand game
model, the optimal solution for matching between contents,
computation nodes, MVNOs, and users was given. So the
authors focused on the issue of MVNO revenue. Also in refer-
ence [16], [17] different wireless network resource allocation
strategies were proposed. The former focused on the issue of
cooperative resource allocation in multi-carrier cognitive radio
(CR) networks. Under the condition of minimizing the rate
of the primary user (PU), the resource allocation process of
maximizing the rate of the secondary user (SU) was realized.
The latter mainly focused on the multi-user resource allocation
problem of the wireless uplink cellular network. In order
to cope with the limited total transmission time of relay
nodes and limited available energy, the authors designed and
implemented two different relay-based harvest-retransmission
scenarios. The results proved that the above strategies had
achieved good results and related work has also been done
[18], [19] and so on.

The main work of this paper is different from the above
research, mainly reflected in the design and implementation
of a low-level VNE algorithm, not only for a specific wireless
network scene. Specifically, the main work of this paper is as
follows.

• We propose a multi-objective optimization VNE algo-
rithm to solve the resource allocation problem in wireless
networks. The algorithm not only optimizes a single
network resource, but also optimizes the embedding cost,
network delay and VNR acceptance rate.

• This paper studies the VNE problem across multi-domain
wireless networks, relying on the cooperation of local
controllers and global controllers to complete the rational
allocation of underlying resources.

• In the simulation stage, we design experiments to verify
the performance of the multi-objective algorithm. We
compare with several other algorithms in VNE cost,
network delay and VNR acceptance rate. The result
proves that the algorithm proposed in this paper has
obvious advantages.

Paper organization structure: In section I, we introduce the
basic concepts of wireless network and cross domain VNE,
which leads to the problem of wireless network resource allo-
cation. In section II, we describe the related problems of cross-
domain virtual network and establish the necessary network
model. Section III introduces the constraints of cross domain
VNE and the evaluation indexes used in the experimental
comparison phase. Section IV introduces the implementation



process of the algorithm. Section V shows and analyzes the
experimental results. The last section summarizes the whole
paper.

II. PROBLEM DESCRIPTION AND NETWORK MODEL

A. Description of Cross-Domain Virtual Network Embedding
Problem

In the future virtual network architecture, the network will
be divided into autonomous domains. The region of each
network autonomous region is different from its administrative
organization, and because of the existence of commercial com-
petition and other factors, the network topology information in
each autonomous region is not open to the public [20], [21].
In this case, the research of cross domain VNE algorithm is
more practical than single domain VNE algorithm [22].

Based on the virtual network as the infrastructure, wireless
network can be more widely used. The resource request from
users accessing wireless network is VNR. VNR usually con-
sists of virtual node and virtual link. The virtual node requests
the node resources (CPU, storage space, etc.) of the underlying
network, and the virtual link requests the link resources (band-
width, delay, etc.) of the underlying network. Since VNRs may
require wireless network resources in different regions, these
wireless networks may be managed by different managers.
So at this time, different virtual nodes in the same VNR
may be mapped to multiple physical domains, and the virtual
links between virtual nodes may also be mapped to different
physical links. This is the problem of cross domain VNE.

B. Network Model

The physical network is modeled as an undirected weighted
graph represented by GS

i = {NS
i , L

S
i , A

S
Ni
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Li
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represents the i-th physical domain. NS
i represents the set of

all physical nodes in the i-th physical domain. LS
i represents

the set of all physical links in the i-th physical domain. AS
Ni

represents the attribute set of physical node in the i-th physical
domain, including CPU resource CPUS

Ni
, CPU resource unit

price PS
Ni

and delay DS
Ni

. AS
Li

represents the attribute set of
physical links in the i-th physical domain, including bandwidth
resource BWS

Li
, bandwidth resource unit price PS

Li
and delay

DS
Li

. Links between physical domains also include the above
attributes.

The virtual network is modeled as an undirected weighted
graph represented by GV

i = {NV
i , LV

i , CPUV
Ni

, BWV
Li
}.

Where GV
i is the i-th VNR, NV

i is the set of virtual nodes in
the i-th VNR, corresponding to the CPU resource requirement
CPUV

Ni
of the virtual node. LV

i represents the set of virtual
links in the i-th VNR, corresponding to the bandwidth resource
requirement BWV

Li
of the virtual link.

Fig. 2 shows the embedding of a VNR to a cross-domain
physical network. The numbers next to nodes and links
correspond to the attributes described earlier. For physical
nodes, the numbers in brackets represent the amount of CPU
resources, the unit price of CPU resources and the node
delay in turn. For physical links, the numbers in brackets

represent the amount of bandwidth resources, the unit price
of bandwidth resources and the link delay in turn.
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Fig. 2. Schematic diagram of virtual network embedded in physical network.

III. CONSTRAINTS AND EVALUATION INDICATORS

A. Constraints

Each VNR consumes a certain amount of physical network
resources. When the physical network resources are insuffi-
cient, the efficiency of VNE will be affected. Therefore, VNE
needs to follow some constraints (node constraints and link
constraints).

Node constraints:

nv ∈ NV
i , ns ∈ NS

i or ns ∈ NS
j , if nv ↑ ns. (1)

(1) indicates that if the target physical node of virtual node
nv is ns, then the physical domain to which physical node
ns belongs is the candidate domain of virtual node nv . That
is, virtual nodes can only be mapped to candidate physical
domains.

CPU(nv) ≤ CPU(ns), if nv ↑ ns. (2)

(2) indicates that if the target physical node of virtual node
nv is ns, then physical node ns needs to meet the CPU
resource requirements of virtual node nv .

Link constraints:

BW (lv) ≤ BW (ls), if lv ↑ ls. (3)

(3) indicates that if the target physical link of virtual link
lv is ls, then physical link ls needs to meet the bandwidth
resource requirements of virtual link lv .

lv ↑ (ls1 ∪ ls2 ∪ ... ∪ lsk). (4)

(4) indicates that a virtual link lv may be mapped to multiple
physical links (path splitting).



B. Evaluation Indicators

In this paper, a multi-objective optimization algorithm for
VNE is proposed, which takes into account many indicators
of VNE, including the cost of VNE, the overall delay and the
VNR acceptance rate. In order to get the optimal algorithm,
the overall objective function is as follows:

min[OBJ =
∑

all nv,nv↑ns

(CPU(ns)× P (ns) +D(ns))

+
∑

all lv↑ls
(BW (ls)× P (ls) +D(ls))].

(5)

The objective function takes into account the embedding
cost and delay of virtual network.

The cost of a successful VNE is as follows:

C =
∑

nv∈NV
i

CPU(nv) +
∑

lv∈LV
i

BW (lv)× num hops(lv).

(6)
The embedded cost of virtual network is determined by

the consumption of CPU resources and bandwidth resources,
where num hops(lv) is the hop number of virtual link lv

where path splitting occurs.
The VNR acceptance rate is calculated as follows:

acc = lim
T→∞

T∑
t
V NRacc

T∑
t
V NRarr

. (7)

In (7),
T∑
t
V NRacc represents the number of VNRs that

are completely embedded in the underlying network, that is,

resources are successfully allocated for the VNR.
T∑
t
V NRarr

represents the total number of VNRs that come within the time
range t.

IV. ALGORITHM DESCRIPTION AND IMPLEMENTATION

The multi-objective resource optimization algorithm based
on cross domain VNE adopts a centralized multi-layer VNE
architecture. Specifically, different wireless network domains
are managed by different local controllers, which manage the
specific network topology information in the domain [23].
All local controllers are managed by a global controller. The
global controller is responsible for the overall management
of each local domain information and is responsible for
the mapping of inter-domain links. The overall flow of the
algorithm is as follows:
• The resource request sent by the wireless network user

first reaches the global controller, then the global con-
troller divides it.

• The global controller sends the VNR subgraph to each
local controller. The local controller derives candidate
nodes based on the subgraph information and the topol-
ogy resource information in the domain.

• The local controller uploads the set of candidate nodes
and the link information of each virtual node to the global
controller. According to the objective function, the VNR
is pre mapped under the operation of the global controller.

• After receiving the pre mapping results, the local con-
troller maps the VNR according to the topology resource
information in the domain.

• The global controller receives the intra domain mapping
results from the local controller and performs inter do-
main link mapping. If all nodes and links of a VNR
are mapped successfully, the whole mapping process is
completed.

The pseudo code for the two key processes of candidate
node selection and intra-domain mapping is given below.

A. Candidate Node Selection
According to the (6), each virtual node is selected from

its candidate domain. The candidate physical nodes are sorted
according to the mapping cost, and the physical nodes with
the least mapping cost and not mapped are selected to map.

Algorithm 1 Candidate Node Selection
Input: GS

i , GV
i ;

Output: Node set;
1: for all ns ∈ GS

i do
2: C =

∑
nv∈NV

i

CPU(nv) +
∑

lv∈LV
i

BW (lv) ×

num hops(lv);
3: end for
4: sort(MappingCost);
5: while ns ∈ GS

i &ns ∈ Candi Domain do
6: ns

Candi = getMinCostNode();
7: if isMarked(ns

Candi) is FALSE then
8: setMarked(TRUE);
9: setCandiNode(TRUE);

10: end if
11: end while
12: return CandiNode;

B. Intra Domain Mapping
The VNE process in each physical domain is carried out

under the control of local controller. The virtual nodes in the
domain are mapped according to the previous candidate node
results. After that, Floyd algorithm is used to map the intra
domain links.

C. Algorithm Complexity
Suppose that the number of all virtual nodes is n in the

process of VNR arrival. The number of physical nodes in all
physical domains is m. The number of physical domains is
represented by d. Then the overall complexity of the algorithm
is:

O(n,m, d) = O(n ·m · n · d) = O(n2 ·m · d). (8)

In the VNR process, m and d are fixed values, so the overall
complexity of the algorithm is O(n2).



Algorithm 2 Intra Domain Mapping
Input: CandiNode, GS

i , GV
i ;

Output: IntraDomainMapping Scheme;
1: for ns ∈ CandiNode do
2: addPhysicalNodeToRequest(ns);
3: end for
4: for nv

1 ∈ GV
i do

5: for nv
2 ∈ GV

i do
6: if V irtualLink(nv

1, n
v
2) is TRUE then

7: addPhysicalLinkToRequest();
8: end if
9: end for

10: end for
11: return IntraDomainMapping Scheme;

V. EXPERIMENTAL DESIGN AND RESULTS

A. Parameter Setting

The parameter information to be set mainly includes phys-
ical network (node, link) attribute and virtual network request
(node, link) attribute. The specific parameter information is
shown in TABLE I.

TABLE I
PARAMETER SETTING

Parameter name Parameter value
Physical Network Attributes

physical domain 4
CPU resource U[100,300]
physical nodes / domain 30
node delay U[1,10]
CPU cost U[1,10]
bandwidth resource U[1000,3000]
link delay U[1,10]
bandwidth cost U[1,10]

Virtual Network Attributes
virtual nodes U[2,6]
CPU requirements U[1,10]
bandwidth requirements U[5,15]

B. Experimental Results and Analysis

In the experimental simulation stage, we compare the multi-
objective optimization algorithm based on cross domain VNE
(MOO-VNE) with other representative cross domain VNE
algorithms in three aspects of VNE cost, network delay, and
VNR acceptance rate to verify the actual performance of the
multi-objective optimization algorithm. TABLE II shows the
comparison of several algorithms.

The comparison of experimental results of VNE cost, net-
work delay, and VNR acceptance rate are shown in Fig. 3.
Overall, the performance of MOO-VNE algorithm is optimal
in the above three aspects.

In terms of VNE cost and network delay, the MOO-VNE
algorithm takes into account the two indicators of cost and
delay when selecting candidate nodes. The two physical nodes
with the smallest indicators are comprehensively selected as

TABLE II
ALGORITHM IDEAS

Name Concept
MOO-VNE According to the mapping cost formula, candidate

nodes are selected in advance, then Floyd algorithm
is used to complete the link mapping.

PSO-VNE [24] The candidate nodes are selected based on the num-
ber of hops from the boundary node. Use particle
swarm optimization algorithm to optimize the node
mapping scheme.

MC-VNE [25] The idea of Kruskal spanning tree is used for link
mapping first, and the node mapping scheme is
determined by the link mapping scheme.

candidate nodes, so the experimental results are better in these
two aspects. In terms of the acceptance rate of VNRs, the
MOO-VNE algorithm takes into account the consumption of
node resources and link resources, and uses the idea of load
balancing to make the algorithm allocate physical network
resources reasonably in order to satisfy more VNRs. The
disadvantage of the PSO-VNE algorithm is that it always
prioritizes the boundary node as the candidate node and selects
the candidate node by the number of hops from the boundary
node, which limits the possibility of the optimal solution, so
the overall performance is poor. The disadvantage of the MC-
VNM algorithm is that it adopts a greedy strategy. The effect
of relying on Kruskal’s spanning tree optimization method
is obviously not as good as that of the heuristic algorithm.
Therefore, the comprehensive performance of the MOO-VNE
algorithm shown above is optimal, and the effect of multi-
objective optimization is achieved.

VI. CONCLUSION

The problem of resource allocation in wireless networks
is a difficult problem, especially when facing user resource
requests from different physical domains. We model the re-
source allocation problem of the wireless network as a cross-
domain VNE problem. In order to allocate network resources
reasonably, we design and realize a multi-objective optimiza-
tion the cross-domain VNE algorithm is optimized in three
aspects: VNE cost, network delay, and VNR acceptance rate.
We select candidate nodes based on the objective function,
then use the Floyd algorithm to complete the link mapping.
In the experimental stage, by comparing with several other
representative algorithms, it proved the excellent performance
of MOO-VNE algorithm in VNE cost, network delay and
VNR acceptance rate. Therefore, the MOO-VNE algorithm
has a certain enlightening effect on the resource allocation of
wireless networks.
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