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Abstract—Data-driven, automatic design space exploration of
neural accelerator architecture is desirable for specialization and
productivity. Previous frameworks focus on sizing the numerical
architectural hyper-parameters while neglect searching the PE
connectivities and compiler mappings. To tackle this challenge,
we propose Neural Accelerator Architecture Search (NAAS) that
holistically searches the neural network architecture, accelerator
architecture and compiler mapping in one optimization loop.
NAAS composes highly matched architectures together with
efficient mapping. As a data-driven approach, NAAS rivals
the human design Eyeriss by 4.4x EDP reduction with 2.7%
accuracy improvement on ImageNet under the same computation
resource, and offers 1.4 x to 3.5x EDP reduction than only sizing
the architectural hyper-parameters.

I. INTRODUCTION

Neural architecture and accelerator architecture co-design is
important to enable specialization and acceleration. It covers
three aspects: designing the neural network, designing the
accelerator, and the compiler that maps the model on the
accelerator. The design space of each dimension is listed in
Table [ with more than 103%° choices for a 50-layer neural
network. Given the huge design space, data-driven approach
is desirable, where new architecture design evolves as new
designs and rewards are collected. Recent work on hardware-
aware neural architecture search (NAS) and auto compiler
optimization have successfully leverage machine learning
algorithms to automatically explore the design space. However,
these works only focuses on off-the-shelf hardware [1[]-[6],
and neglect the freedom in the hardware design space.

The interactions between the neural architecture and the
accelerator architecture is illustrated in Table [l The correla-
tions are complicated and vary from hardware to hardware:
for instance, tiled input channels should be multiples of #rows
of compute array in NVDLA, while #rows is related to the
kernel size in Eyeriss. It is important to consider all the
correlations and make them fit. A tuple of perfectly matched
neural architecture, accelerator architecture, and mapping
strategy will improve the utilization of the compute array
and on-chip memory, maximizing efficiency and performance.

The potential of exploring both neural and accelerator
architecture has been proven on FPGA platforms [7]-[10]
where HLS is applied to generate FPGA accelerator. Earlier
work on accelerator architecture search [[11]-[13] only search
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TABLE I: Neural-Accelerator architecture search space.

Compute Array Size (#rows/#columns)
(Input/Weight/Output) Buffer Size
PE Inter-connection (Dataflow)

Accelerator

Compiler Mapping ‘ Loop Order, Loop Tiling Sizes

#Layers, #Channels, Kernel Size
Neural Network | BJock Structure, Input Size

TABLE II: The complicated correlation between neural and ac-
celerator design space. It differs from accelerator to accelerator:
N is NVDLA and E is Eyeriss.

Accelerator ‘ Neural Architecture Design Space
Parameter Input Output  Kernel  Feature
Space Channels Channels  Size  Map Size

Array #rows ‘ N E

Array #cols ‘ N E
IBUF Size | N/E N/E

WBUF Size | N/E N/E N/E

OBUF Size | N/E N/E

the architectural sizing while neglecting the PE connectivity
(e.g., array shape and parallel dimensions) and compiler
mappings, which impact the hardware efficiency.

We push beyond searching only hardware hyper-parameters
and propose the Neural Accelerator Architecture Search
(NAAS), which fully exploits the hardware design space and
compiler mapping strategies at the same time. Unlike prior
work [11]] which formulate the hardware parameter search
as a pure sizing optimization, NAAS models the co-search
as a two-level optimization problem, where each level is a
combination of indexing, ordering and sizing optimization. To
tackle such challenges, we propose an encoding method which
is able to encode the non-numerical parameters such as loop
order and parallel dimension chosen as numerical parameters
for optimization. As shown in Figure [I] the outer loop of
NAAS optimizes the accelerator architecture while the inner
loop optimizes the compiler mapping strategies.

Combining both spaces greatly enlarges the optimization
space: within the same #PEs and on-chip memory resources as
EdgeTPU there are at least 10'! hardware candidates and
10'" mapping candidates for each layer, which composes
101145017 — 10361 possible combinations in the joint search
space for ResNet-50, while there are only 10* hardware
candidates in NASAIC’s design space. To efficiently search


https://tinyml.mit.edu

Select
Best Fits:
Low EDP
: g
: Neural (X ¥ ] =} Best
H Architecture Y .S > Network
HSearch Space Neural Network g
: Population H
v v I EDP with Best Mapping
| Benchmarks

Update
Sample Distribution

Select
Best Fits:

Low EDP
m
H Mapping <
Search Space % > M::psitng
; Mapping el
Population
HW Perf. Hardware
Estimation FDP Evaluation
(MAESTRO)

Environment

EDP with Bes} Mapping
of Best Network
Accelerator H

Population )
[=X _ Best
a@ %‘ " | Architecture
=}

' . Sample
H Accelerator

| Ar cture

: Search Space

Update
Sample Distribution

Select

Fig. 1: Neural Accelerator Architecture Search.

over the large design space, NAAS leverages the biologically-
inspired evolution-based algorithm rather than meta-controller-
based algorithm to improve the sample efficiency. It keeps
improving the quality of the candidate population by ruling
out the inferior and generating from the fittest. Thanks to the
low search cost, NAAS can be easily integrated with hardware-
aware NAS algorithm by adding another optimization level
(Figure [T), achieving the joint search.

Extensive experiments verify the effectiveness of our frame-
work. Under the same #PE and on-chip memory constraints,
the NAAS is able to deliver 2.6x, 4.4x speedup and 2.1x,
1.4x energy savings on average compared to Eyeriss [14],
NVDLA design respectively. Integrated with Once-For-All
NAS algorithm [4], NAAS further improves the top-1 accuracy
on ImageNet by 2.7% without hurting the hardware perfor-
mance. Using the similar compute resources, NAAS achieves
3.0x, 1.9x EDP improvements compared to Neural-Hardware
Architecture Search [12], and NASAIC respectively.

II. NEURAL ACCELERATOR ARCHITECTURE SEARCH

Figure [I] shows the optimization flow of Neural Accelerator
Architecture Search (NAAS). NAAS explores the design space
of accelerators, and compiler’s mappings simultaneously.

A. Accelerator Architecture Search

a) Design Space: The accelerator design knobs can be
categorized into two classes:

1) Architectural Sizing: the number of processing elements
(#PEs), private scratch pad size (L1 size), global buffer
size (L2 size), and memory bandwidth.

2) Connectivity Parameters: the number of array dimensions
(1D, 2D or 3D array), array size at each dimension, and
the inter-PE connections.

Most state-of-art searching frameworks only contains archi-
tectural sizing parameters in their design space. These sizing
parameters are numerical and can be easily embedded into
vectors during search. On the other hand, PE connectivity is
difficult to encode as vectors since they are not numerical
numbers. Moreover, changing the connectivity requires re-
designing the compiler mapping strategies, which extremely
increase the searching cost. In NAAS, besides the architectural
sizing parameters which are common in other frameworks, we
introduce the connectivity parameters into our search space,
making it possible to search among 1D, 2D and 3D array
as well, and thus our design space includes almost the entire
accelerator design space for neural network accelerators.

b) Encoding: We first model the PE connectivity as the
choices of parallel dimensions. For example, parallelism in
input channels (C) means a reduction connection of the partial
sum register inside each PE. Parallelism in output channels
means a broadcast to input feature register inside each PE. The
most straight-forward method to encode the parallel dimension
choice is to enumerate all possible parallelism situations and
choose the index of the enumeration as the encoding value.
However, since the increment or decrement of indexes does not
convey any physical information, it is hard to be optimized.

To solve this problem, we proposed the “importance-based”
encoding method for choosing parallelism dimensions in
the dataflow and convert the indexing optimization into the
sizing optimization. For each dimension, our optimizer will
generate an importance value. To get the corresponding parallel
dimensions, we first collect all the importance value, then sort
them in decreasing order, and select the first Xk dimensions as
the parallel dimensions of a k-D compute array. As shown
in the left of Figure [3] the generated candidate is a 2D array
with size 16 x 16. To find the parallel dimension for this 2D
array candidate, The importance values are first generated for
6 dimensions in the same way as other numerical parameters
in the encoding vector. We then sort the value in decreasing
order and determine the new order of the dimensions. Since
the importance value of “C” and “K” are the largest two
value, we finally select “C” and “K” as the parallel dimensions
of this 2D array. The importance value of the dimension
represents the priority of the parallelism: a larger value indicates
a higher priority and a higher possibility to be paralleled in the
computation loop nest, which contains higher relativity with
accelerator design compared to indexes of enumerations.

For other numerical parameters, we use the straight-forward
encoding method. The whole hardware encoding vector is



# To/From DRAM Hardware Description

Shared Buffer (L2 Scratch Pad) Architectural Sizing
t L2 Buffer Size

L1 Buffer Size

A Number of PEs

Bandwidth I

Network-On-Chip (NoC)

v

Connectivity Parameters||

Private Buffer
(L1 Scratch Pad)

2
#Array Dimension 'l

ALU (MAC Unit)

Array Dim. Sizes

iIC1 g - . PE Connection

(Parallel Dim) ) :

Accumulate

Mapping Description For _R in range(R / R):
For _S in range(S / S):

For C in range(C / T C):
TemporalMap (Sz(R), Sz(R)) R; For _Y’' in range(Y’ / T_Y'):
TemporalMap (Sz(S), Sz(S)) S; | |---- SE U dm EERGE /L ET)E

For r in range(R):
TemporalMap (T_C, T_C) C; For s in range(S):
TemporalMap (T_Y’, T_Y’) Y'; For _k in range(K / 16):
s " v For _y’ in range(T Y'):
TemporalMap (T_X’, T_X’) X’; For _x’ in range(T X'):
SpatialMap (1, 1) K;
Cluster(16, P)

For _c in range(T_C / 16):
TemporalMap (1, 1) R;

Parallel-For _m in range(16):
Parallel-For _n in range(16):
_C*TC+ _c* 16;

_k * 16;

LY x T Y+
X' R T X'+
=y'" +r - R;

= + s - S;

TemporalMap (1, 1) S;
TemporalMap (1, 1) K; _Z' i

TemporalMap (1, 1) Y*;

XK XN RQ
o

= x’

TemporalMap (1, 1) X’;
Hardw.?.-lre '.) i psum[b,k,y’,x’] += acts[b,x,y,x]
ESmwa g Design SpatialMap (1, 1) C; * wats(k,c,v,x1;
.............................. > TT— —

Architectural Sizing Connectivity Parameters Batch N
Hardware Encoding Vector | L2 L1 Band- | ,n. Dim Parallel Output Channel K
Buffer | Buffer #PEs width #Dim Sizes Dims Input Channel ¢

Input Row (Output Row) YY)

Mapping Encoding Vector Array Level PE Level Input Collll(mn (clhétnut Column) X g(’)

- . ernel Row

Loop Orders | Tiling Sizes Loop Orders Kernel Column s

Fig. 2: Encoding the accelerator design and compiler mapping into vectors. An accelerator design is described by architectural
sizing and connectivity parameters, where PE inter-connection is presented by parallel dimension. A mapping strategy is
represented by loop order and corresponding tiling at each dimension of array (the innermost level is PE level). The mapping
description in the figure is in MAESTRO [[16] format which fuses the array parameters and mapping strategy.

Hardware Encoding Vector | Vector
[L2] L1 [ #pe|Bw]#Dim|Dim Sizes| " ParallelDims | | Loop Orders | Tiling Sizes | Loop Orders |
Parallel Dims Loop Order
K/ C Y X R S |Dimension| Kk ¢ Y X R S
4 6 2 2 3 1 |lmportance| 3 5 o 4 5 1
| sort Sort
C K|R X Y s C R X K Y S8
/ 6 413 2 2 1 5 5 4 3 2 1
choose first
2'di i Outermost Innermost
Other Connectivity Parameters Decode Tiling Sizes
#Dim | Size[0] | Size[1] | Size[2] K C Y X R S
2 16 16 - -1 -9 @9 @

Parallel-For(c in range(16):
For r in range(3):
For x' in range(7):
Parallel-For (k) in range(16):
For y’ in range(7):
For s in range(3):

Outermost

Innermost

W<XXDTO

Fig. 3: We convert the non-numerical ordering optimization into
numerical optimization for parallel dimensions and loop order
searching. Both accelerator optimizer and mapping optimizer
will generate an importance value for each dimension. The left
part shows the parallel dimensions of this 2D array candidate
are the dimensions with the largest two importance value. The
right part shows the order of each dimension in for-loop is in
the decreasing order of its importance value.

shown in Figure 2] which contains all of the necessary
parameters to represent an accelerator design paradigm.

c) Evolution Search: We leverage the evolution strat-
egy [17] to find the best solution during the exploration. In
order to take both latency and energy into consideration, we
choose the widely used metric Energy-Delay Product (EDP)
to evaluate a given accelerator configuration on a specific
neural network workload. At each evolution iteration, we first
sample a set of candidates according to a multivariate normal
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Fig. 4: The average of EDP decreases as NAAS is learning.

distribution in [0, 1]'9‘. Each candidate is represented as a
|6]-dimension vector. These candidates are then projected to
hardware encoding vectors and decoded into accelerator design.
We rule out the invalid accelerator samples and keep sampling
until the candidate set reaches a predefined size (population
size) in our experiments. To evaluate the candidate performance,
we need to perform mapping strategy search in Section [[I-B]on
each benchmark and adopt the best searched result as the EDP
reward of this candidate. After evaluating all the candidates on
the benchmarks, we update the sampling distribution based on
the relative ordering of their EDP. Specifically, we select the top
solutions as the “parents” of the next generation and use their
center to generate the new mean of the sampling distribution.
We update the covariance matrix of the distribution to increase
the likelihood of generating samples near the parents [[17]. We
then repeat such sampling and updating process.

Figure [ shows the statistics of energy-delay products of
hardware candidates in the population. As the optimization
continues, the EDP mean of NAAS candidates decreases while
that of random search remains high, which indicates that NAAS



gradually improves the range of hardware selections.

B. Compiler Mapping Strategy Search

The performance and energy efficiency of deep learning
accelerators also depend on how to map the neural network
task on the accelerator. The search space of compiler mapping
strategy is much larger than accelerator design, since different
convolution layers may not share the same optimal mapping
strategy. Hence we optimize the mapping for each layer inde-
pendently using the similar evolution-based search algorithm
to accelerator design search in Section [[I-A0c

The compiler mapping strategy consists of two components:
the execution order and the tiling size of each for-loop
dimension. Similar to the accelerator design search, the order of
for-loop dimensions is non-trivial. Rather than enumerating all
of the possible execution orders and using indexes as encoding,
we use the similar “importance-based” encoding methods in
Section For each dimension of the array (corresponding
to each level of for-loop nests), the mapping optimizer will
assign each convolution dimension with an importance value.
The dimension with the highest importance will become the
outermost loop while the one with the lowest importance will
be placed at the innermost in the loop nests. The right of
Figure 3| gives an example. The optimizer firstly generates the
importance values for 6 dimensions, then sort the value in
decreasing order and determine the corresponding order of the
dimensions. Since “C” and “R” dimension have largest value
5, they will become the outermost loops. “S” dimension has
the smallest value 1, so it is the innermost dimension in the
loops. This strategy is interpretable, since the importance value
represents the data locality of the dimension: the dimension
labeled as most important has the best data locality since it is the
outermost loop, while the dimension labeled as least important
has the poorest data locality therefore it is the innermost loop.

As for tiling sizes, since they are highly related to the
network parameters, we use the scaling ratio rather than the
absolute tiling value. Hence, the tiling sizes are still numerical
parameters and able to adapt to different networks. The right
part of figure [3| illustrates the composition of the mapping
encoding vector. Note that for PE level we need to ensure
that there is only one MAC in a PE, so we only search the
loop order at PE level. For each array level, the encoding
vector contains both the execution order and tiling size for
each for-loop dimension.

C. Integrated with Neural Architecture Search

Thanks to the low search cost, we can integrate our
framework with neural architecture search to achieve neural-
accelerator-compiler co-design. Figure [T] illustrates integrating
NAAS with NAS. The joint design space is huge, and in order
to improve the search efficiency, we choose and adapt Once-
For-All NAS algorithm for NAAS. First, NAAS generates a
pool of accelerator candidates. For each accelerator candidate,
we sample a network candidate from NAS framework which
satisfies the pre-defined accuracy requirement. Since each
subnet of Once-For-All network is well trained, the accuracy

evaluation is fast. We then apply the compiler mapping
strategy search for the network candidate on the corresponding
accelerator candidate. NAS optimizer will update using the
searched EDP as a reward. Until NAS optimizer reaches its
iteration limitations, and feedback the EDP of the best network
candidate to accelerator design optimizer. We repeated the
process until the best-fitted design is found. In the end, we
obtain a tuple of matched accelerator, neural network, and its
mapping strategy with guaranteed accuracy and lowest EDP.

III. EVALUATION

We evaluate Neural Accelerator Architecture Search’s per-
formance improvement step by step: 1) the improvement
from applying NAAS given the same hardware resource; 2)
performance of NAAS which integrates the Once-For-All to
achieve the neural-accelerator-compiler co-design.

A. Evaluation Environment

a) Design Space of NAAS: We select four different
resource constraints based on EdgeTPU, NVDLA [15], Ey-
eriss [14] and Shidiannao [18]. When comparing to each
baseline architecture, NAAS is conducted within corresponding
computation resource constraint including the maximum #PEs,
the maximum total on-chip memory size, and the NoC
bandwidth. NAAS searches #PEs at stride of 8, buffer sizes at
stride of 16B, array sizes at stride of 2.

b) CNN Benchmarks: We select 6 widely-used CNN
models as our benchmarks. The benchmarks are divided into
two sets: classic large-scale networks (VGG16, ResNet50,
UNet) and light-weight efficient mobile networks (Mo-
bileNetV2, SqueezeNet, MNasNet). Five deployment scenarios
are divided accordingly: we conduct NAAS for large models
with more hardware resources (EdgeTPU, NVDLA with 1024
PEs), and for small models with limited hardware resources
(ShiDianNao, Eyeriss, and NVDLA with 256 PEs).

c¢) Design Space in Once-For-All NAS: When integrat-
ing with Once-For-All NAS, the neural architecture space is
modified from ResNet-50 design space following the open-
sourced library [4]]. There are 3 width multiplier choices (0.65,
0.8, 1.0) and 18 residual blocks at maximum, where each block
consists of three convolutions and has 3 reduction ratios (0.2,
0.25, 0.35). Input image size ranges from 128 to 256 at stride
of 16. In total there are 10'® possible neural architectures.

B. Improvement from NAAS

Figure [5] shows the speedup and energy savings of NAAS
using the same hardware resources compared to the baseline
architectures. When running large-scale models, NAAS delivers
2.6x, 2.2x speedup and 1.1x, 1.1x energy savings on average
compared to EdgeTPU and NVDLA-1024 . Though NAAS
tries to provide a balanced performance on all benchmarks
by using geomean EDP as reward, VGG16 workload sees
the highest gains from NAAS. When inferencing light-weight
models, NAAS achieves 4.4x, 1.7x, 4.4x speedup and 2.1x,
1.4x, 4.9x energy savings on average compared to Eyeriss,
NVDLA-256, and ShiDianNao. Similar to searching for large
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models, different models obtain different benefits from NAAS
under different resource constraints.

Figure [/| demonstrates three examples of searched archi-
tectures. When given different computation resources, for
different NN models, NAAS provides different solutions
beyond numerical design parameter tuning. Different dataflow
parallelisms determine the different PE micro-architecture and
thus PE connectivies and even feature/weight/partial-sum buffer
placement.

Figure [§] illustrates the benefits of searching connectivity
parameters and mapping strategy compared to searching
architectural sizing only. NAAS outperforms architectural

sizing search by 3.52x, 1.42xEDP reduction on VGG and
MobileNetV2 within EdgeTPU resources, as well as 2.61x,
1.62 ximprovement under NVDLA-1024 resources.

Figure [9] further shows the EDP reduction using different
encoding methods for non-numerical parameters in hardware
and mapping encoding vectors. Our proposed importance-based
encoding method significantly improves the performance of
optimization by reducing EDP from 1.4xto 7.4x.

C. More Improvement from Integrating NAS

Different from accelerator architectures, neural architectures
have much more knobs to tune (e.g., network depths, channel
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numbers, input image sizes), providing us with more room to
optimize. To illustrate the benefit of NAAS with NAS, we eval-
uate on ResNet50 with hardware resources similar to Eyeriss.
Figure [I0] shows that NAAS (accelerator only) outperforms
Neural-Hardware Architecture Search (NHAS) [[12]] (which only
searches the neural architecture and the accelerator architectural
sizing) by 3.01 x EDP improvement. By integrating with neural
architecture search, NAAS achieves 4.88x EDP improvement
in total as well as 2.7% top-1 accuracy improvement on
ImageNet dataset than Eyeriss running ResNet50.

a) Comparison to NASAIC: We also compare our NAAS
with previous work NASAIC [[IT] in Table [Tl NASAIC adopts
DLA [15]], ShiDianNao [18]] as source architectures for its
heterogeneous accelerator, and only searches the allocation of
#PEs and NoC bandwidth. In contrast, we explore more possible
improvements by adapting both accelerator design searching
and mapping strategy searching. Inferencing the same network
searched by NASAIC, NAAS outperforms NASAIC by 1.88x
EDP improvement (3.75x latency improvement with double
energy cost) using the same design constraints.

b) Search Cost: Table [[V|reports the search cost of our
NAAS compared to NASAIC and NHAS when developing
accelerator and network for N development scenarios, where
“AWS Cost” is calculated based on the price of on-demand
P3.16xlarge instances, and “COy Emission” is calculated based
on Strubell et al. [19]. NASAIC relies on a meta-controller-
based search algorithm which requires training every neural
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TABLE III: NAAS (accelerator only) achieves better EDP.

Search Arch Cifar-10 Latency Energy EDP
Approach Accuracy (cycles) (nJ) (cycles-nJ)
DLA [15] 2
NASAIC [11] . 1) 93 3e5 1e9 3el4
Shi 18] 91.1
NAAS | DLA[I5| | 932 8ed 2¢9 2el4

architecture candidates from scratch. NHAS [12] decouples
training and searching in NAS but it also requires retraining the
searched network for each deployment which costs 16N GPU
days. The high sample efficiency of NAAS makes it possible
to integrate the Once-For-All NAS in one search loop. As a
conservative estimation, NAAS saves more than 120x search
cost compared to NASAIC on ImageNet.

IV. RELATED WORKS

a) Accelerator Design-Space Exploration: Ealier work
focuses on fine-grained hardware resource assignment for
deployment on FPGAs [7], [10], [13], [20]-[22]. Several
work focuses on co-designing neural architectures and ASIC
accelerators. Yang er al. [11] (NASAIC) devise a controller
that simultaneously predicts neural architectures as well as
the selection policy of various IPs in a heterogeneous ac-
celerator. Lin er al. [[12] focuses on optimizing the micro
architecture parameters such as the array size and buffer size
for given accelerator design while searching the quantized
neural architecture. Besides, some work focuses on optimizing
compiler mapping strategy on fixed architectures. Chen et
al. [23]] (TVM) designed a searching framework for optimizing
for-loop execution on CPU/GPU or other fixed platforms. Mu et
al. [24] proposed a new searching algorithm for tuning mapping
strategy on fixed GPU architecture. On the contrary, our work
explores not only the sizing parameters but also the connectivity
parameters and the compiler mapping strategy. We also explore
the neural architecture space to further improve the performance.
Plenty of work provides the modeling platform for design
space exploration [25[]-[28]]. We choose MAESTRO [28] as
the accelerator evaluation backend.



TABLE IV: We achieve much lower search cost on ImageNet
(Gds: GPU days. N: number of development scenarios.)

Co-Search NN Training Total AWS CO,
Approach .
Cost (Gds) Cost (Gds) Cost (Gds) Cost Emission
NASAIC | 500x12N = 6000N 16N 6000N $441,000N  41,000N 1bs
NHAS 12 + 4N 16N 12 + 20N $1,500N 150N lbs
Ours < 0.25N 50 < 50 + 0.25N < $18N < 2N Ibs

* NASAIC’s search cost is an optimistic projection from Cifar10.
* AWS cost $75/Gd and CO, Emission is 7.5 Ibs/Gd.

b) AutoML and Hardware-Aware NAS: Researchers
have looked to automate the neural network design using
AutoML. Grid search [28]], [29] and reinforcement learning
with meta-controller [2], [11]], [30] both suffer from prohibitive
search cost. One-shot-network-based frameworks [[1]], [3]], [31]
achieved high performance at a relatively low search cost.
These NAS algorithms require retraining the searched networks
while Cai et al. [4] proposed Once-For-All network of which
the subnets are well trained and can be directly extracted
for deployment. Recent neural architecture search (NAS)
frameworks started to incorporate the hardware into the search
feedback loop [1]-[4], [8], [9]], though they have not explored
hardware accelerator optimization.

V. CONCLUSION

We propose an evolution-based accelerator-compiler co-

search framework, NAAS. It not only searches the architecture
sizing parameters but also the PE connectivity and compiler
mapping strategy. Integrated with the Once-for-All NAS
algorithm, it explores the search spaces of neural architectures,
accelerator architectures, and mapping strategies together while
reducing the search cost by 120x compared with previous
work. Extensive experiments verify the effectiveness of NAAS.
Within the same computation resources as Eyeriss [[14], NAAS
provides 4.4x energy-delay-product reduction with 2.7% top-
1 accuracy improvement on ImageNet dataset compared to
directly running ResNet-50 on Eyeriss. Using the similar
computation resources, NAAS integrated with NAS achieves
3.0x, 1.9x EDP improvements compared to NHAS [12]], and
NASAIC [11]] respectively.
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