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Abstract

The query processing in a mobile computing environ-
ment involves join processing among different sites which
include static servers and mobile computers. In this paper,
we first present some unique features of a mobile environ-
ment, and then, in light of these features, devise query pro-
cessing methods for both join and query processing. Remote
mobile joins are said to be effectual if they are, when inter-
leaved into a join sequence, able to reduce the amount of
data transmission cost required for distributed mobile query
processing. It can be verified that the fotal data transmis-
sion cost of the processing in a distributed mobile query can
be reduced by the algorithms designed by using effectual
remote joins. 4 simulator is developed to evaluate the per-
Jormance of algorithms devised. Our results show that the
approach of interleaving the processing of distributed mo-
bile queries with effectual remote mobile joins is not only
efficient but also effective in reducing the total amount of
data transmission cost required to process distributed mo-
bile queries.

1 Introduction

Recently, as the number of mobile applications increases
rapidly, there has been a growing demand for the use of
distributed database architectures for various applications.
Applications such as stock activities, traffic reports and
weather forecast have become increasingly popular. Var-
ious wireless data networking technologies, including IS-
136 [16], CDMA2000 [12], Wireless Application Protocol
(WAP) and third generation mobile phone, have been de-
veloped recently. Among others, with the rapid advances
in the palm computer technologies, a mobile computer is
envisioned to be equipped with more powerful capabilities,
including the storage of a small database and the capacity of
data processing [17]. Consequently, the query processing in
a mobile computing system which involves fixed hosts and
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several mobile computers has emerged as an issue of grow-
ing importance.

Consider an inventory application for example where a
salesperson uses, for his/her work, a mobile computer de-
vise in which a fragment of database contains the informa-
tion of his/her customer records. In Figure 1 a portable
computer, such as My, is hand-carried by this salesperson
and is located at Cell,, and F; and M3 are also located at
Cell;. On the other hand, F4, Ms, and Mg with different
data sets are allocated at Cell,. F; and F, represent fixed
hosts and Mg, M3, M5, and Mg are mobile hosts. Note that
depending on the corresponding coherency control mecha-

- nism employed, the data copy in the fixed host server could
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be obsolete. Since the most up-to-date data may be stored
in the mobile computers, a query generated by a salesperson
could be a sequence of joins to be performed across the re-
lations residing in the server and several mobile computers,
resulting in a very different execution scenario from the one
for query processing in a traditional distributed system [5].
Consequently, we shall consider in this paper three im-
portant asymmetric features of a mobile computing sys-
tem as pointed out in [14], and in light of these features,
develop corresponding query processing schemes for mo-
bile computing systems. The first asymmetric feature is on
the computing capability between fixed hosts and mobile
hosts. Usually mobile computers has limited resources for
their computing operations, and the server is certainly much
more powerful than a portable computing device. Note
that in traditional distributed query processing, the sites in-
volved in a query processing are usually assumed to have
the same level of processing capability, which is, however,
not valid in a mobile environment. The second asymmet-
ric feature is on the transmission bandwidth between fixed
hosts and mobile hosts. Clearly, the transmitting capability
among mobile hosts is smaller than that among fixed hosts,
since the transmission bandwidth of fixed hosts is usually
much larger than that of mobile hosts. The third asymmet- -
ric feature is on the transmission cost coefficients among lo-
cal hosts and remote hosts. The transmission cost required
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Figure 1. An illustrative mobile computing en-
vironment with mobile hosts and fixed hosts

for transmitting one unit of data among local hosts is much
smaller than the corresponding cost required among remote
hosts. These features distinguish the query processing in a
mobile environment from the one in a traditional distributed
system and also have to be considered when the costs of the
corresponding operations are modelled [11, 13].

Due to the presence of asymmetric features in a mobile
computing environment, the conventional query processing
for a distributed database cannot be directly applied to a mo-
bile computing system. In view of this, we shall explicitly
devise query processing methods for both joins and query
processing. Remote mobile joins are said to be effectual
if they are, when interleaved into a join sequence, able to
reduce the amount of data transmission cost required for
distributed mobile query processing. Instead of process-
ing queries by performing the minimum-cost joins sequen-
tially as with conventional methodologies [3, 5, 6, 8], ju-
diciously interleaving effectual remote mobile joins into a
query scheduling can significantly reduce the total amount
of data communication among different cells. It can be ver-
ified that the total data transmission cost of the processing
in a distributed mobile query can be reduced by the algo-
rithms designed by using effectual remote joins. In essence,
the notion of remote mobile joins is extended from those
of beneficial semijoins in [5] and join reducers in [6]. How-
ever, such an extension is not straightforward due to the very
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difference between a mobile computing environment and a
distributed database system mentioned above. Performance
studies on the sensitivity of various important parameters,
including the number of mobile relations in a cell architec-
ture, the number of relation tuples, and the amount of an
attribute cardinality are also conducted. It is shown by our
simulation results that by exploiting three asymmetric fea-
tures with effectual remote mobile joins, these characteris-
tic functions are very powerful in reducing the amounts of
data transmission cost incurred, and can lead to the design
of an efficient and effective query processing procedure for
a mobile computing environment.

We mention in passing that without dealing with query
processing, the authors in {1] studied the issues of opti-
mization between energy consumption and server work-
load in a mobile environment. Several research efforts
have been elaborated upon developing a location dependent
query mechanism [7, 15, 18]. The authors in [10] presented
the concept of queries with location constraints, i.e., con-
straints which involve location of mobile users. In [15], the
authors proposed a spatial-temporal data model for query-
ing of moving data in mobile environments. The position
update policy and the impression of moving data are ad-
dressed in [18]. Without fully exploiting the asymmetric
features of computing capability, the attention of prior stud-
ies was mainly paid to the query mechanisms with location
constraints and query processing in traditional distributed
databases [4, 8, 9, 13], but not to exploring the cost model
and the query processing schemes for a mobile computing
system.

This rest of this paper is organized as follows. Prelimi-
naries are given in Section 2. Two join schemes and query
processing schemes for multi5join queries are proposed in
Section 3. Performance studies are conducted in Section 4.
This paper concludes with Section 5.

2 Preliminaries

As in most previous works in distributed databases [3],
we assume a query is in the form of conjunctions of equi-
Jjoin predicates and all attributes are renamed in such a way
that two join attributes have the same attribute name if and
only if they have a join predicate between them. | K| is used
to denote the cardinality of a set K. For notational simplic-
ity, the width of an attribute A and that of a tuple in R; are
assumed to be one unit. The size of the total amount of data
in R; can then be denoted by | R;]. | A] is used to denote the
cardinality of the domain of an attribute A. Define the selec-
tivity p; , of attribute A in R; as L’%”A)_L, where R;(A) is the
set of distinct values for the attribute Ain R;. R, — A — R;
means a semijoin from R; to R; on attribute A. After the
semijoin #; — A — R;, the cardinality of R; can be es-
timated as | R;|p; ,. To simplify the notation, R; — R; is



used to mean a semijoin from R; to R; in the case that the
semijoin attribute does not have to be specified. Also, the
notation R;=>R; is used to mean that R; is sent to the site
of R; and a join operation is performed with R; there. We
use R to denote the resulting relation after joins/semijoins
are applied to an original relation R;.

Conventionally, a function of the form C(X) = ¢g+¢; -
X is used to characterize communication cost, where X is
the amount of data shipped from one site to another, ¢, is
the communication cost per data unit, and the start-up con-
nection cost co is usually less significant. However, if the
network topology is taken into consideration, the notion of
identifying a profitable semijoin that prior work relied upon
is incomplete, and in fact, might be misleading in some
cases. Explicitly, c; is not a constant when network charac-
teristics is considered, and its value is dependent upon the
network topology.

In general, it is very difficult to determine a network cost
model since the practical transmission bandwidth for a net-
work traffic is in fact time-dependent. Hence, statistical av-
erage values of transmission bandwidth of the network are
employed to provide a proper solution. As a consequence,
the transmission coefficient c,,_,, is used to serve as the
statical average value in each network edge. We define an
effectual semijoin as follows.

Definition 1, Effectual Semijoin: A semijoin, R;(S;) —
B — Ry(S.), is called effectual, if its cost of sending
Ry(B), ie., ci-2(|Ri(B)] = |Blp, ), is smaller than its
benefit, i.c., ca1(|R2| —[Ralpy p, = [R2|(1—py ), where
R; and Rj are located at sites Sy and Sz respectively, and
|R2| and |Rg|p, , represent, respectively, the sizes of Ry
before and after the semijoin. Thus, |R;(B)|c;-.2 is used
to denote the cost of a semijoin R, — B — Rj.

Symb. | Description

Cg r | Local trans. cost coeffi. among fixed hosts

cp | Local trans. cost coeffi. between mobile and fixed hosts
CE/IM Local trans. cost coeffi. among mobile hosts

C‘? r | Remote trans. cost coeffi. among fixed hosts

cf,, r | Remote trans. cost coefli. between mobile and fixed hosts
Cyry | Remote trans. cost coeffi. among mobile hosts

g | Trans. cost ratio between remote and local fixed hosts
r’f,,LM Trans. cost ratio between remote and local mobile hosts
Iy | Trans. cost ratio between local mobile and fixed hosts
rf‘,, p | Trans. cost ratio between remote mobile and fixed hosts

Table 2. Descriptions of symbols for the cost model
in a mobile computing system

Consequently, we derive a cost model which considers
these three asymmetric features of a mobile computing sys-
tem. Our model consists of two distinct sets of entities:
mobile hosts and fixed hosts [2]. Furthermore, we use
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local and remote to indicate two different communication
modes. Local communication means that the transmission
is among hosts in the same cell, whereas remote communi-
cation means that the transmission is among different cells.
For ease of our discussion, symbols used are shown in Table
2. ckp denotes local transmission cost coefficient among
fixed hosts and we assume ck . is a basic coefficient and its
value is given as one unit for transmitting one unit of data
among local fixed hosts. The local transmission cost coeffi-
cient among mobile hosts is denoted by ¢, ,,. Analogly, we
use ck; - to indicate the local transmission cost coefficient
between mobile hosts and fixed hosts. For remote commu-
nication, we have three parameters to model the transmis-
sion costs among mobile and fixed hosts, i.e., Ry, ¢\,
and ¢} ;. In addition, several transmission cost ratios are
used to represent the relationship among these transmission
R L
coefficients, i.e., rfp = &, rifh, = S pk = Sy
FF MM . FF

R
R __c
and 7y p = —MM#F .

3 Query Processing in a Mobile Computing
System

Join processing in a mobile computing system is dis-
cussed in Section 3.1. The query processing scheme with a
divide-and-conquer technique based on the cell architecture
(to be referred to as scheme QP) is discussed in Section
3.2. The scheme that is devised with effectual remote mo-
bile joins (to be referred to as scheme QPg) is described in
Section 3.3.

3.1 Join Processing in a Mobile Computing Sys-

tem

We now derive the solution procedure for minimizing the
cost of join methods in a mobile computing system. Con-
sider the scenario of join processing in Figure 2, where the
fixed host F; has relation R; and the fixed hosts F5 has rela-
tion Ry. Rj is located at the mobile host M3. Suppose that
the mobile user M3z submits a query that performs a join op-
eration of Ry, R, and Rg on their common attribute A and B,
R;.A = R3.A and Ry.B = Rj3.B, with the corresponding
selectivity factors p 4 and pg, respectively. We will select
F; as the location for storing the join result. With this given
model, we shall examine two join methods. To simplify our
presentation, 7'C'(J) is used to represent the data transmis-
sion cost of the join method J.

In what follows, we examine a join sequence which pre-
forms the joins based on cell architecture with a divide-and-
conquer technique in Section 3.1.1. Section 3.1.2. describes
the effectual remote mobile join method. Analysis of these
Jjoin methods is given in Section 3.1.3.
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Figure 2. An example scenario for join pro-
cessing

3.1.1 Processing Joins with Divide-and-Conquer (de-
noted by Jo)

Consider a query in Figure 2 as an example. Traditionally,
the query processing is performed based on the minimum-
cost join in a forward-scheduling manner [13]. Since the
transmission cost among local communication path is more
inexpensive than that among remote communication path,
the query will be naturally divided into two separated sub-
queries based on the cell architecture and processed inde-
pendently. This is how the notion of divide and conquer
comes out. One is the sub-query belonging to the communi-
cation cell Cell,, and the other is belonging to Cell,. After
the join results of each sub-query are merged into a fixed
host, the residue relations can be processed with the new
query. Note that, with forward scheduling method the join
processing, merging the partial database R3 on M3 to R; of
F; will be the most efficient processing. As a result, a cost
of TC(R3 = R,) = ck;p * |Rs| is incurred and a new

relation R is generated in Fy, where |R;| = JR—]}Q@.

After all of local join sequences in each sub-query are
finished, two separated sub-queries are merged to be a new
query, i.e., Rj.B = Ry.B between F; and Fo. Since the
amount of tuples storing in the fixed host database is much
larger than the number of an attribute cardinality, i.c., both
|Ry| and |Ry| are much larger than |B| in a mobile envi-
ronment, an effectual semijoin occurs between these two
residual relations in fixed hosts. Because of |R1| > |B|,
p,p 1s assumed to be unchanged after the join process-
ing. In other words, a semijoin R; — B — R and a join
Ry = R will be processed in this merged query, which
leads to acost of TC(R] — B — Ry) + TC(R}, = R}) =
cfp*|R{(B)|+cfpxp, p*|Ry|. Then, the corresponding
costs is summarized as follows.

TC(Jo) = ciyp*| Ra|+cpxpy p*(1B|+|Ra|).
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3.1.2 Prdcessing Joins with Remote Mobile Join (de-
noted by Jg)

Next, consider the case of join processing with remote mo-
bile joins. Instead of merging the join operation between F,
and M3, R3 is merged to Ry, followed by the join processing
between F; and Fo. Even though the remote transmission
cost coefficient between mobile hosts and fixed hosts, i.c.,
& ¢, is much larger than the local transmission cost be-
tween mobile hosts and fixed hosts, i.e., ¢k, p, it can be still
profitable with a high reduction ratio, leading to the use of
an effectual remote mobile join. The total transmission cost
willbe TC(R3 = Rp)+TC(Ry — B — R))+TC(RY =
R;), where TC(R3 = Rg) = & % |R3), TC(R; — B —
Ry) + TC(RY = Ry) = cfp % (py 5 * |B| + |R§]) and
|R| = py g * Ji}%f—al. Consequently, we have correspond-
ing costs below.

TC(Jg) = ¢ p % |Rs| +cBp*py g+ (|B| + Lol

fAl

)-

3.1.3 Analysis of Join Processing

To examine the amount of data transmission cost incurred
by Jc and Jg. Specifically, the criterion of identifying an
effectual remote mobile join to reduce the amount of data
transmission cost is derived. In practice, the local transmis-
sion cost coefficient between local mobile hosts and local
fixed hosts c¥, - is very close to the value among local mo-
bile hosts ck; ;. To simplify our discussion, ¢, = ¢k,
and ¢ . = cly,, are assumed in this paper. Note that such
as assumption is made for ease of discussion, and is not es-
sential for the use of remote joins we propose in this paper.

R T, oL
Lemma 1: cpp = Lk Cyp

Proof: According to the definition of ¢k, = cf;,
chr = Chins Chim = Thyp * cfp and iy = T,
Cly - it can be seen that ¢y p = 73y, * chyp and iy p =
ri o+ cB . Asa consequence, with & x cBp = rith x

L R T, oL
ey > We have cpp = = L x iy p Q.E.D.

&
L 2: With TaeX k=) [Bal _ Baly g,
emma 2: Wi "L < p15* (g — Tar ) the

amount of data transmission cost incurred by method Jg is
smaller than that by method Jg, i.e., TC(Jg) < TC(Jc),
where R is a remote fixed host and R3 is an example of the
local mobile host.

With Lemma 2, an effectual remote mobile join is de-
fined as follows.

Definition 2: A remote mobile join is called effectual if and
only if TC(Jg) is smaller than TC(Jc).

With Lemma 1, Lemma 2, and Definition 2, we can de-
rive following theorem. According to Theorem 1, effec-
tual remote mobile joins can be interleaved into the query
scheduling to reduce the data transmission cost of multi-join
processing.



Figure 3. Division of a query

Theorem 1: A remote mobile join is effectual if and only

o T - R R .
if - L L < P1,B * (Jlﬁ-[t — %‘\I_IL)’ where | R3] is the

M
size of relations in a remote fixed host, p, p denotes the
selectivity of a relation in the local fixed host, and |Ry| is
the size of a relation in the local mobile host.

x (r&k

It can be verified that by judiciously applying effectual
remote mobile joins, method Jg can reduce the amount of
data transmission cost as a whole. As can been seen later,
Theorem 1 derived above can be employed to determine the
threshold for whether method Jg should be utilized.

3.2 Query Processing with Divide-and-Conquer
(denoted by QP()

Consider the illustrative query in Figure 3 as an exam-
ple where the destination site is F;. In scheme QPc, the
Jo method is utilized. First, the query is divided into two
sub-queries and each sub-query is processed with forward
scheduling algorithm. In Figure 4a, Qg; and Qg2 belong
to Cell, and Cell,, respectively. R;, Ry, R3, R4, R5 and
Rg are located at Qgs; and Ry, Rg, Rg and R;¢ in contrast
belong to sub-query Qg2. After each partial result of sub-
query is generated, we merge these residue relations to be a
new query. Then, the forward scheduling algorithm is uti-
lized again for the new query processing. Let R denote the
relation in a fixed host and R ;s be the relation in a mobile
host. Note that since the amount of |R | is usually much
larger than |R /|, the partial result of each sub-query will
naturally be located at the fixed host. Therefore, we assume
that the query result R} of Qg; is located in F; and the result
R5 of Qg2 is located in F7. Then, we merge these two rela-
tions into a new query Qs as shown in Figure 4b. With the
join processing of merging R, to R}, the final query result
is generated in F,. Procedure QP¢ and algorithm forward
scheduling (abbreviatedly as FS) are outlined below. '
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(a) Divide query into two sub-querics (b) Merge two sub-queries

Figure 4. Query processing with QP - method-
ology

Procedure QPc : Determine the scheduling of multi-

join queries based on the cell architecture.

Step 1: Based on cell architecture, divide the original query
into several sub-queries.

Step 2: Process each sub-query with algorithm forward
scheduling. _

Step 3: Merge residue relations from each sub-query into
be a new query, which is referred to as a conquer
query. '

Step 4: Do the query processing of the conquer query with
forward scheduling algorithm again and generate
the query result.

Step 5: Send the query result to the needed destination.

Algorithm Forward Scheduling (algorithm FS): Deter-

mine the join sequence starting from performing the

minimum-cost join.

Step 1: Perform effectual semijoins in the query.

Step 2: With join processing, merge relations from the path
of minimum transmission cost.

Step 3: Reorganize the query.

Step 4: If the query is empty, go to Step 5. Otherwise, go
back to Step 2.

Step 5: End

3.3 Query Processing with Effectual Remote Mobile
Joins (denoted by QP )

Clearly, scheme QP does not exploit the relationship
among remote relations, and may thus consume much valu-
able communication cost for the join processing in the
merged query Qps. Instead of partitioning the query into
several sub-queries based on the cell architecture as in
scheme QP the concept of the effectual remote mobile
join will be employed in algorithm QP . According to The-
orem 1, an effectual remote mobile join can successfully re-
duce the transmission cost. The corresponding figures of
each step in QP g procedure are illustrated in Figure 5. For
ease of exposition, Ly( ) denotes a set of local joins in the
destination cell and L,.( ) is the set of local joins in a remote
cell. In addition, R( ) represents a set of the remote joins
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Figure 5. Query processing with QP method-
ology

across different cells. For example, Lg(R s, Ras) denotes
the set of joins among local mobile relations in the destina-
tion cell.

First, in Step 1 of Figure 5a, connected relations among
fixed hosts and mobile hosts in the cell of query destination
are merged with algorithm FS. For ease of our discussion,
we assume that the join result of R¢.B = R3.B is merged
to M3. The relationship R}.] = Ro.I among mobile hosts
located in different cells is exploited by the join process-
ing in Step 2. The result is in Mg as shown in Figure 5b if
R(R 1, Rar) can induce effectual remote mobile joins. In
Step 3 of Figure 5c, we merge Ry.H = Ryo.H of the con-
nected mobile hosts in remote cells to the mobile host M.
Then, Figure 5d shows that R}, is merged to the fixed host
Fs in Step 4. Using effectual remote mobile joins R(Ry,
Rp) in Step 5, mobile relations in the local cell are merged
into fixed hosts in the remote cell. Figure 5f indicates the
operation of merge relations in remote fixed hosts to F7 in
Step 6. Furthermore, the merge operations among local mo-
bile hosts and local fixed hosts are performed in Step 7 as
shown in Figure 5g. Similarly, the merged result R} is as-
sumed to be located in F5. Then, we merge relations of the
fixed hosts in the local cell to F; with Ly(Rp, Rp) of Step
8 in Figure 5h. Finally, Figure 5i illustrates the final step of
merging the relations in remote fixed hosts to the local fixed
host F,. The final result is generated in Step 9 of QP . Pro-
cedure QPp, is outlined below. Note that in each step, the
merging processing is based on algorithm FS.

Procedure QPpg : Determine the scheduling of multi-
join queries with remote mobile joins
Step 1: Merge relations in mobile hosts which are

connected with each other in the destination
cell of query.

Step 2: If there exists effectual remote mobile joins
among relations in mobile hosts, merge those
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relations to the mobile hosts in remote cell.
Step 3: Merge relations in mobile hosts which are

connected with each other in remote cells.
Step 4: Merge relations from mobile hosts to fixed

hosts, where mobile hosts and fixed hosts

are connected with each other in remote cells.
Step 5: If there exists effectual remote mobile joins

among mobile hosts and fixed hosts, merge

relation in mobile hosts of the destination cell
to the fixed hosts in remote cells.
Step 6: Merge relations in fixed hosts which are

connected with each other in remote cells.
Step 7: Merge relations from mobile hosts to fixed hosts,

where mobile hosts and fixed hosts are in the
destination cell of query.

Step 8: Merge relations in fixed hosts which are in the
destination cell of query.

Step 9: Merge residue relations in fixed hosts to the fixed
host of the destination cell.

4 Performance studies

Symb. | Description Default
[Nas] | Number of mobile relations in a cell 2
PQc Intensity of a query graph 0.5
Rps] | The ave. tuples for relations in mobile hosts | 500
Rp| | Theave. tuples for relations in fixed hosts | 5 x 10°
K| The ave. size of cardinality for attributes 2,500
c# P Local trans. cost coeffi. among fixed hosts 1
rBh | Bk == 30
L
Tkfo ThE= oL 10
R
R R
T™F | TMF & Ec%f L.5

Table 3. Default values of model parameters

Simulations were performed to evaluate the effectiveness
of join processing methods and query processing schemes.
The number of relations in a query was pre-determined. The
occurrence of an edge between two relations in the query
graph was determined according to a given probability, de-
noted by pog. The number of cells to be evaluated is as-
sumed to be two and only one fixed server host is located in
each communication cell. In addition to two mobile hosts
in each cell, we also assume that each host only contains
one relation. With merge operations, we can merge several
fixed hosts in the same cell together and combine several
remote cells to be one unit of cell. As such, despite of its
simplicity, our model can still reflect some degree of the re-
ality. For ease of exposition, unless mentioned otherwise
the default value of each parameter is given in Table 3. The
selectivity of relation attributes in mobile hosts is randomly
generated in the range of 0.1 to 0.2 while that in fixed hosts
is in the range of 0.8 to 0.95. In addition, the communica-
tion costs across remote hosts are more expensive than those
across local hosts. Thus, 7% and ri/4, are in general larger
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Figure 6. Performance studies on various val-
ues of | V)| in each cell

than one. Similarly, 784, and r%, . are larger than one due
to the asymmetry features between mobile hosts and fixed
hosts. Moreover, the density of query is given as pga = 0.5
and each execution cost is the result of the average from 20
query executions. To simplify our presentation, the execu-
tion cost of algorithms A denoted by Cost(A), where A can
be Q Pc or QPr. To exhibit the benefit of relation replica-
tion, the reduction ratio Rop = ]CM(Q; ii(_QC;;;LQP R)| is
used as a metric to compare (¢ P and Q) Px.

Figure 6 shows the performance results for the number of
mobile relations |V, | in each cell. Explicitly, more mobile
relations in a cell will lead to a higher possibility to have the
effectual mobile joins as reducers in the query processing.
As a result, with the growth of | V)| in each cell, the trans-
mission costs required by both algorithms Q P- and Q Pr
decrease as shown in Figure 6a. In Figure 6b, it can be
seen that with the presence of effectual remote mobile joins,
Q Pr outperforms Q Pc. A higher reduction ratio Rcg is
observed for large numbers of | Ny|.

Figure 7 shows the performance results for the ratio of
attribute cardinalities over the amount of relation tuples in
the mobile hosts. Consequently, with the growth of attribute
cardinalities, both of the transmission costs of QPc and
Q Pgr decrease, as shown in Figure 7a. Figure 7b shows
that due to the use of the remote mobile joins, the advan-
tage of ) Pr over QQ P increases as the number of attribute
cardinalities increases.

The horizontal axis in Figure 8 indicates the value of
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]JS—;]T. With fixed size of the relation tuples in mobile hosts,

the increase of the number of tuples in fixed hosts will lead
to more transmission costs required in the query processing
of both Q P and Q) Pg as shown in Figure 8a. Specifically,
as shown in Figure 8b, QQ Pg exhibits a better scheduling
than @ P¢ for a multi-join query processing with the growth
of T%lf- Note that effectual remote mobile joins are more
powerful to deal with the large amount of relation tuples
in remote fixed hosts, thereby reducing the amount of data
transmission costs incurred. Consequently, Q Pr can lead
to the design of an efficient and effective query processing
procedure for a mobile computing environment.

5 Conclusions

In this paper, we have explored some unique features of a
mobile environment, and then, in light of these features, we
devised query processing methods for both join and query
processing. Judiciously interleaving effectual remote mo-
bile joins into a query scheduling can significantly reduce
the total amount of data communication among different
cells. It was verified that the total data transmission cost of
the processing in a distributed mobile query was reduced by
the algorithms designed by using effectual remote joins. A
simulator was developed to evaluate the performance of al-
gorithms devised. Our resuits show that the approach of in-
terleaving the processing of distributed mobile queries with
effectual remote mobile joins is not only efficient but also
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Figure 8. Performance studies on the number
of tuples in fixed hosts.

effective in reducing the total amount of data transmission
cost required to process distributed mobile queries.
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