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Abstract the cycle time must be increased. This, in turn, can lead to
performance degradation and functional failures [8]. €her
Crosstalk between wires, caused by increased capacitivefore, alleviating the impact of crosstalk on the propagatio
coupling, is considered one of the major factors that affect delay of interconnect is very important in high performance
the performance of interconnects such as buses. The datasystem design.

dependent nature of crosstalk-induced delays necessitate  Tpere are many schemes employed at different levels
bus cycle time to be designed for the worst case crosstalkyg requce the impact of crosstalk. Net ordering and buffer
However, this pessimism incurs a significant performgnce insertion are employed in the physical design of intercon-
penalty. Consequently, we propose a crosstalk aware inter-necis [9, 3]. Shielding of the wires and increasing the inter
connect that uses a faster _clock and dyna_lm|_cally controls \yire spacing are other options explored for reducing the im-
the number of cycles required for transmission based onpact of crosstalk [4]. Another approach transforms the ac-
the estimated delay of the data pattern to be transmitted. 5 gata to be transmitted to a coded form in order to re-
In order to accomplish this, we designed a crosstalk an- gyce crosstalk [12]. Active shielding method employs two
alyzer circuit that is incorporated into the se'nd.er side of shielding wires on both sides of the target wire, and keeps
the bus and support a variable cycle transmission mecha-ihe same transition direction as the target wire for fagppro
msm._We evaluate the_ effectiveness of the proposed SChe"lfgation [7]. However, the above schemes (shielding, active
focusing on the on-chip buses of a microprocessor and bYghie|ding, increased spacing and the coding schemes) incur
using the SPEC2000 benchmarks. The experimental result, significant area overhead. Furthermore, these methods de-
show that the proposed approach improves performance byiermine the delay associated with data transmission based
31.5% as compared to the original pessimistic approach. op, the worst-case data transition pattern possible. Haweve

Furthermore, we employ a coding optimization to enhance {he impact of crosstalk on the delay is data-dependent [10]
the effectiveness of the proposed approach. We also showynq gifferent combinations of transition directions of a-sp

that the proposed scheme is an area-efficient approach tOgjfic wire and its adjacent wires induce different delays.

improving performance as compared to other crosstalk re- ) _
duction schemes Operating assuming worst-case delay can be overly pes-

simistic for a significant portion of the data transmissions
This pessimism is undesirable because it increases cycle
time, area and power [8]. One approach that has been re-
1. Introduction cently proposed to eliminate the pessimistic safety margin
due to factors such as (but not limited to) data-dependent la
With dramatic scaling in feature size, the propagation de- tencies is [5]. Here, the supply voltage is tuned below the
lay of long on-chip interconnect is becoming more signifi- normal operating voltage to meet the average case delay in
cant than the delay of gates in deep sub-micron technol-order to save energy. Possible errors are monitored. When
ogy. Specifically, crosstalk between signals, caused by in-delay induced by a particular data pattern exceeds that sup-
creased capacitive coupling, is considered one of the majoported by this supply voltage, error correction is required
problems that affect the timing of signals and consequently The essence of their approach is to trade-off the energy gain
from voltage scaling and the energy overhead incurred from
« This work was supported in part by grants from MARCO/DARPA dynamic error correction. In contrast to this approach that
GSRC-PAS, NSF Grants 0103583, 0082064 and CAREER Awards adjusts the voltages reactively to correct errors wherydela
0093082, 0093085. exceed that of the average case, we design a crosstalk aware
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interconnect that uses a faster clock and dynamically con-  The various capacitances associated with wires are de-
trols the number of cycles required for transmission basedPicted in Figure 1(a). Herécoupie is the capacitance be-

on the estimated delay of the data pattern to be transmit-tween two adjacent wires aiiround is the capacitance be-
ted. tween a wire and the ground. The valuesGafyple and

Cgyround are determined by the technology parameters such
as wire width ), spacing $§), wire thicknesst{, height )

« We design a crosstalk aware interconnect by adding and the Iength of the Wires._As featur_e size scale_s down to
a crosstalk analyzer circuit to the sender side of the 4€€p sub-micron, the coupling capacitance contributes to a
bus. The crosstalk analyzer determines the delay assol@rger portion of the total capacitance. , _
ciated with the transition pattern comparing the previ- ~ DUe to the capacitance and resistance on the wires, sig-
ous data and current data to be transmitted. The output?@! Switching incurs a propagation delay. The propagation
of the analyzer is used to dynamically control the num- delay of the RC circuits can be calculated by
ber of cycles required for transmission in order to im-

rove performance. We denote this approach as DYN.
FI%xperipr)nental results show that this Fr):lFE)proach, using Taetay H Rotat * Crotal = Reotar * (Cground+ N+ Ceoupte) (1)
a faster clock with variable cycles for data transmis-  In the above formulan is dependent on the pattern of
sion, provides significant performance gains as com- transition direction of the target wire and its two adjacent
pared to using a single clock based on the worst-casewires. We use the triplétl_1,d;,di. 1) to represent the tran-
crosstalk. We also compare the proposed scheme withsition direction for adjacent wireis- 1, i, andi + 1. Here,
other crosstalk reduction techniques and show that thethe target wire for crosstalk analysis is the wire?’, ’ |,
proposed technique is an area-efficient mechanism toand '-' are used to represent transitions from 0 to 1, from
enhance performance. 1to 0, and no transition, respectively. The relation betwee

e In order to further improve the performance of the E‘;:‘('j ?:?g?gﬂgo;rengﬁws i?f;ggfifg;esi (;N gr?sthzzr?ofima

proposed approach, we employ bus coding to trans- . . i
form many of the data transitions into those that Fal capacitance, we can get the delay of the target wire us

. ing the above formula.
have a lesser impact due to crosstalk, thereby en- For any given three wires, we divide all transition pat-
abling them to be transmitted in fewer cycles of the y 9 ' P

multi-cycle transmission. This coding scheme pro- terns into different groups as shown in Table 1. The pat-

. . terns in the same group incur the same delay for transmis-
vides up to 10.5% performance improvement over _. . - :
. .- sion. The delay increases from minimum to maximum as we
DYN and 38.7% improvement over the original pes-

simistic approach move from Group 1. tlo Group 6. The worst case delay is in-
' curred by the transition pattern in Group 6, which happens
The remainder of this paper is organized as follows. In Whe_n the direction_ of the transition of the target yvire is op-
the next section, the relationship between the differemt-tr ~ POSite to those of its two adjacent wires (See Figure 1(b)).
sition patterns and the delay of interconnect is explained. 1he worst case delay is determined(@ground+ 4Ccouple) *
Section 3 presents the proposed crosstalk aware interconFotal- Since transition patterns in Group 5 and Group 6 are
nect with variable cycle transmission method. The exper- the most problematic ones, they are the focus of our ap-
imental framework and simulation results are provided in Proach. Based on the delay analysis of each wire, the delay
Section 4. In Section 5, we combine the DYN method with
a bus coding method. Section 6 provides conclusions. 1 The capacitance for the boundary wires can be found in [10].

The main contributions of this work are as follows:
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Figure 2. DYN method implementation.

_ _ o ~ 3.2. Variable Cycle Transmission
of an interconnect with 32 wires is computed as the maxi-

mum delay among these 32 wires. The bus clock cycle is normally designed for
the worst-case scenario of crosstalk determined by

3. Crosstalk Aware Interconnect (Cground+ 4Ccouple) * Rotal- But there might be many trans-
missions which incur a delay that is less than that of

3.1. Crosstalk Analyzer the worst case. Therefore, using a single long clock cy-

cle (See Figure 3(a)) may not be performance efficient.
It is clear from Table 1 that the propagation delay of Hence, the proposed approach uses a variable cycle trans-
the wires is determined by the changes in value transmit-mission whose basic idea is to use multiple short clock cy-
ted in the previous and current cycles. In our approach, us-cles instead of the original long clock cycle, where the num-
ing a register, the sender portion of the bus stores the pre-ber of clock cycles is determined by the X-analyzer based
vious data. When the new data arrives, the sender identi-on the delay group (See Figure 3(b)).
fies the transition pattern between previous data and durren  The implementation of our method is shown in Figure 2.
data and determines the corresponding delay group (See TaFhe sender of the original bus has 32 wires for data and 1
ble 1) for each wire. The wire that belongs to the largest wire for the control signaReadyOut. When theReadyOut
group determines the delay of the entire 32-bit bus. There-signal is high, the receiver of the bus knows that the data is
fore, the impact of crosstalk is captured by the sender be-ready. By controllingReadyOut signal, the cycles used to
fore the transmission begins. This in turn provides the op- transmit data can be changed dynamically. The timing se-
portunity for the system to adjust for the different degrees quences for the data transitions belonging to four differen
of crosstalk impact. categories (for group 1-3, group 4, group 5 and group 6) are
To capture the transitions on the bus and identify the de-shown in Figure 3.

lay grouping, we incorporated an extra circuit, called X- The clock cycleTgk_qri in the original method (denoted
analyzer, in the sender side of the bus as shown in the bot-ORI) is at leas{Cyround + 4Ccouple) * Reotal, independent of
tom part of Figure 2. Her&?Rstands for the Pattern Recog- the group to which the transition belongs. In contrast, a
nition unit, which determine whether the 3-bit transition short clock cycle offcik—dyn = (Cground+ Ccouple) * Rotal IS
pattern belongs to Group 4, 5 or 6. Note that we limit the used in our approach. The X-analyzer incurs a one cycle la-
number of distinct groups identified to reduce the imple- tency to identify the transition pattern.
mentation complexity. ThOR Treesare used to combine When data andReadyln signal are issued from the
the signals indicating the patterns recognized for each ofsender, the X-analyzer determines the group to which the
the 32 wires into signal&4, G5 andG6. These signals in-  current transition belongs and correspondingly sets tie ou
dicate whether patterns in Group 4, 5 or 6 exist in the whole puts G4, G5 and G6. In the next cycle, the data (Dx) is
32-bit data. The signdb4, G5 andG6 is used for variable  placed on the bus and the signals G4, G5 and G6 determine
cycle transmission method as discussed in the next subsecwhenReadyOut is placed on the bus. The delay between
tion. when the data anBeadyOut are placed on the bus allows



Table 2. Characteristics of different data transmission methods.

Cground Ceouple Number | Normalized Normalized Area Extra
(ff/mm) | (fF/mm) | of Wires | Cycle Time | 2mm | 5mm | 10mm | Energy
ORI 36.3 115.1 32 328 100 | 100 100 -
CPC 36.3 115.1 53 276 174| 170 168 | 12.6 MW
DYN 36.3 115.1 33 100 | 132 | 113 106 | 32.1 MW
DBS 53.1 60.4 32 195| 149 | 149 149 -
SHD 36.3 115.1 63 176 198 | 198 198 -
the necessary number of cycles for the data on the bus to set- cPC
t!e at the receiver side. Tt%eadyOutglgna_l |ts¢If uses ac- w2+ coder] ;22 »[ interconnect] 23 »[Decode} 32
tive shielding and reaches the receiver side in a single bus
cycle immaterial of the data transmitted. For data patterns Interconnect Interconnect Interconnect
; — : X E , _ Additional
_from Group 4, Group 5, and Group 6, tReadyOutS|gnaI : . !  Shielding
is placed one, two and three cycles after the data is placed _— Wires
on the bus. OtherwisdReadyOut is placed on the bus in ORI DBS SHD
the same cycle as the data. Once ReadyOut is placed Figure 4. Crosstalk Prevention Coding, Dou-

on the bus, the next data to be transmitted is fed into the X-  p|e Spacing, and Shielding.
analyzer and the process repeats. It must be observed that
the latency incurred by the X-analyzer is overlapped with
the cycle that it takes for thReadyOut signal to traverse

the bus.

CPC stands for Crosstalk Prevention Coding [12].
This method codes the source data into transmission
) data via extra circuitry in the form of coder/decoder on
4. Experiments the sender/receiver, respectively. There are more wires

desianed th Ik | ) q h for transmitting coded data than that for source data.
We designed the crosstalk analyzer in VHDL and synthe- |, e ransmission data, there are no adjacent transi-

sized it using the Synopsys Design Compiler with a target j,g i the opposite direction. Hence, all the transi-
0.25um library. The parameters o_f 0.25um technology aregon patterns in Groups 5 and 6 are eliminated. For a
from [13], and the Berkeley predictive technology model[1] 35 it source data, 46 wires are required for data trans-

is used to calculate the total capacitance of the imercon'mission based on the methodology proposed in [12]. For
nects.w, s, t, andh are set to 0.32um, 0.32um, 0.58um, ementation purposes, we divide the wires into multi-

arld 0.70um, respectively. We also model three dn‘ferentDle smaller groups and build the coder and decoder for these
wire lengths of 2mm, 5mm and 10mm to capture reSpec- g1 groups. The different groups of the wires are sepa-

tively short, me(_j|um and longer WIres in the target tech- rated by shielding wires. Specifically, we coded every 3 bits
nology. Short wires are representative of the longest con-j,,, 4 pits. Hence, a total of 53 wires are required for trans-
nection within a module; medium wires can model on-chip mitting the original 32-bit data

bus?ﬁtsuﬂ] as tr:]e (.jatadblus anq instruction bus ftrotr.n thi dat- DBS stands for the Double Spacing method [4]. Increas-
aﬁg Olt' caches, sn on\?vwwes g'r N rclepresle n ; (')VE60 c.)t?]'ing the space between adjacent wires can reduce the cou-
gegmtuc(l)%rﬁgjrs;?gn l:)?aer:.mefebrlsseforlmz epsrg?:(?srsér E[in]C\INtlh epIing capacitance and the total capacitance. Although the
SPEC2000 CINT [2] benchmark suite to simulate the per- worst case of transition patterns still exist, the clockeys

formance of the data bus connecting the processor datapat educed due to the smaller total capacitance. In our experi-
. 9 proces P: ents, the space between the adjacent wires were doubled,
and L1 D-cache. While we have performed similar analysis

for the instruction cache buses and observed similar bene-WhiCh means parametsis changed to 0.64um.
SHD stands for the Shielding method [4]. SHD inserts

fits with our approach, we focus only on the data bus of L1 . ) .
PP y one Vyq or Ground wire between every two wires. Since

D-cache for brevity in the rest of this paper. there is no transition on the shielding wires, transitiots pa
terns in Groups 5 and 6 are eliminated. Therefore, the worst

4.1. Methodology case delay reduces (Gground+ 2Ccouple) * Reotal-

In addition to the original transmission method (ORI)
and our DYN method, we also implemented three other 4.2. Experimental Results
methods, CPC, DBS, and SHD, for comparison. These three
methods are also used to reduce the impact of crosstalk and The main characteristics of the different data transmis-
are shown in Figure 4 along with ORI. sion methods are shown in Table 2. Coupling capacitance
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Figure 5. Distribution of transition patterns Figure 6. Performance of different data trans-
for Group 1to 6. mission methods.

and ground capacitance are listed in the second and third — zé Data_Oyt
columns, assuming minimum spaced wires. Since DBS has ‘g
. . . =

different space parameters than other methods, its capaci- 8 = X-Analyzer [ & §

tances are different. We can observe that coupling capaci- & |3 - ol - 2}
. . . wn X-Analyzer g ] Q

tance contributes to a large portion of the total capacéanc g =

The number of the wires required for each method is listed Ready_In — & |Ready_Out

in the fourth column. The cycle times for the different trans L \ Clock —>—| |

mission methods are normalized to that of DYN and listed

in the fifth column. CPC needs extra circuits as coder and
decoder, and DYN needs extra circuits as crosstalk analyzer
We can observe that CPC, DBS, and SHD incur a large area

overhead (70%, 49%, and 98% for 5mm bus respectively)places a/yq Wire between every two adjacent wires, the im-
as compared to ORI. In comparison, DYN only increases pact of crosstalk on the delay is reduced to the minimum de-
area by 13%. ' gree. Therefore, the performance of SHD is the best among

Energy overheads for methods of CPC and DYN are alsoaII the methods we ex.penmented._ But it incurs the mqst
: : . = "area overhead, which is almost twice the area of the orig-
listed in the last column. As the crosstalk analyzer circuit

in DYN remains the same when interconnect length (and inal method. DBS (due to spacing) and CPC (due to addi-

. . . tional wires) also come with area penalties. Our dynamic
consequently interconnect area) increases, the relatae a ) P y

i 0, im-
overhead incurred by DYN decreases with the length of the approach provides an average of 31.5% performance im

interconnects. On the other hand, the schemes that use mor%rovement over the qngmal scheme. In comparison, the av-
. ) . . . __erage performance improvements due to CPC, DBS, and
wires or wire spacing, the relative area overhead remains

0, 0, 0 i
the same with the change in length. This means that theSHD methods are 15.9%, 40.5%, 46.3%, respectively.

area overhead of the DYN method would decrease for the Ar:ncc;n% the bfen(;hmarks,;hefDYN iIS: bett?:r_ than all other
longer interconnection. As shown in Table 2, the area over-methods fomctan near CPC fogap From Figure 5, we

head of DYN reduces from 32% to 6% when moving from gind _that the reast;)n Is that Groupds tr:_insitio_n pfattehr_ns are
a 2mm to a 10mm interconnect. ominant ingap, but Group 1 are dominant imcf. This

Figure 5 shows the distributions of different groups of means that the performance improvement depends on the

> : istribution of the transition rns.
transition pattern for each benchmark. We see that in mostd stribution of the transition patters

cases, the worst case (Group 6) is not the dominant case.

We also see that Group 4 is a large contributor. The distri-5, |nfluence of Bus Coding

butions are determined by the intrinsic characteristich®f

benchmarks. The average distributions are 22.64%, 0.05%, Based on the experimental results in the last section,

4.06%, 35.4%, 24.2%, and 13.7% for Group 1 through the improvement of interconnect performance for the DYN

Group 6. method depends on the distribution of transition patterns.
Figure 6 gives the results of bus performance for differ- The more the transitions in Groups 1 to 3, the larger the im-

ent transmission schemes normalized in terms of numberprovement in performance that can be achieved. In our DYN

of bus cycles. Note that the impact of different clock cy- method, the transmitted data is the same as the source data.

cles is captured by the normalization. From left to right are Therefore, the distribution of the transition pattern isede

the methods ORI, CPC, DYN, DBS, and SHD. Since SHD mined by the intrinsic characteristics of the benchmarks.

Figure 7. DYN + Bus-invert coding technique.
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In order to transform this distribution to increase the
transitions that belong to the lower groups (1-3), we em-
ployed the bus-invert coding scheme [11] with our DYN

method (See in Figure 7). Two crosstalk analyzers are used

for determining whether the original data or the inverted
data will result in smaller crosstalk delay. Accordingli, e
ther the original or inverted data is selected for transmis-
sion.

Figure 8 shows the distributions of transition patterns
when combining bus-invert coding with DYN method. We
can observe that using bus-invert coding increases thg-tran
missions in Groups 1, 3, and 4 by 0.06%, 5.9%, and 3.8%,

and reduces transmissions in Groups 5 and 6 by 1.6% and*0]

8.0%, respectively. In Figure 9, the consequent average per
formance improvement over DYN is 10.5% when using
bus-invert coding. However, the additional circuitry ingu

an area overhead of 22%, 12%, and 8% for 2mm, 5mm,
and 10mm bus, respectively, as compared to DYN. There-
fore, this coding approach is likely to be more attractive fo
medium to long wires.

6. Conclusion

Crosstalk induced delays are transition dependent. De-

overly pessimistic. In this paper, we design a crosstalk
aware interconnect that uses a faster clock and dynami-
cally controls the number of cycles required for transmis-
sion based on the estimated delay of the data pattern to
be transmitted. The experimental results show that the pro-
posed approach improves performance by 31.5% as com-
pared to the original pessimistic approach (that always as-
sumes the worst case). Furthermore, we employ a coding
optimization to enhance the effectiveness of the proposed
approach.
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