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Abstract
The goal of source controlled channel decoding is to improve the performance of the
channel decoder by using the residual redundancy of the source encoded data. The
original approach exploits only the interframe correlation between bits and few
simple scheme have been devised in order to use the intraframe correlation. In this
paper, we present an efficient method to exploit the intraframe correlation during the
channel decoding process. We estimate an a priori soft value of the bit being
decoded from the bits already decoded along the trellis path. This estimate is then
used together with the estimate obtained from interframe correlation in the Viterbi
metric. We also introduce an adaptive estimator of bit correlation that takes into
account the reliability of the bits at the decoder output. Our channel decoding
algorithm is applied to the full-rate and enhanced full-rate speech codecs in the GSM
system and results in a noticeable improvement of the bit error rate.

1 Introduction

In most source coding scheme some redundancy remains at the output of the encoder.
This residual redundancy corresponds to residual correlation and non-uniformity of the
discrete symbol sequence produced by the encoder. Many researchers have proposed to
capitalize on this redundancy in order to combat the effect of channel noise. One
approach ([1],[2]) considers that the residual redundancy may be used alone to perform
error correction without any explicit channel coding. Another approach ([3],[4]) consists

in combining the residual redundancy with explicit redundancy inserted by a
convolutional coder in order to provide better error protection. The latter approach is
particularly suited if one want to ensure a low error rate over a wide range of channel
gualities. In this contribution, we focus on such procedure which is usually referred to as
source controlled channel decodinghe scheme is shown in Figure 1, the channel
decoder is fed with additional a priori information based on source residual redundancy in
order to make less errors.
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Figure 1: Source controlled channel decoding.



In his paper [4], Hagenauer exploits the correlation between individual bits of subsequent
source encoded framesterframe bit correlation). Yet it is obvious that the residual
redundancy should be handle at the symbol level rather than at the bit level. That means
we should use as a priori information the joint probability of bits representing a source
coder symbol instead of single bit probabilities. Such scheme was applied in [3] to the
particular case of the FS 4.8 kbit/s CELP coder. For most general case, Heinen [5] derives
an approximate method to exploit joint a priori probabilities of bits groups within the
channel decoding process. However, the computation of the joint probabilities requires
large storage and computational burden. Furthermore, in the particular case of source
coders using sub-frames, there is some dependency between source symbols within a
frame and the method proposed in [5] can not easily exploit it.

A simpler but sub-optimal approach is to consider only the statistics of pairs of bits.
Doing so, one can sub-optimally exploit the residual redundancy at the symbol level (i.e.
non-uniformity and memory) by considering short-tantraframe correlation between

bits. In this way, Ruscitto [6] exploits the correlation between the two most significant
bits of a source parameter (non-uniformity) by running the channel decoder twice. This
intraframe correlation is also used by Strauch in [7] who combines it with interframe
correlation.

In this contribution, we present a much simpler and efficient method to directly
exploit the intraframe correlation during the channel decoding process (running once).
Our method is similar to the one introduced by Hagenauer for interframe correlation. Yet,
we use an adaptive estimator of bit correlation that takes into account the reliability of the
already decoded bits. Finally we combine intraframe and interframe correlation to get an
a priori information about the bit being decoded by the channel decoder. This method is
applied to the GSM full-rate (FR) and GSM enhanced full-rate (EFR) speech codecs.

2 Channel decoding using a priori information

Let us consider the transmission process depicted in Figure 1. The source encoder
produces frames df bits u={u,,...,u} with u =+1 that are channel encoded with rate

/N resulting in framex={x,....x.}. The bits x, are transmitted over a fully

interleaved fading channel with reliability, .

Now, we focus on the channel decoder stage. An optimum metric to perform maximum-
likelihood (ML) sequence estimation is

N
M i( p) — Mi(—ri) + )g(np) LCi,n Yn (1)

where x , denotes th@-th bit of thei-th channel symbol coding the information bijt
andp is the trellis path considered.



2.1 Approximate MAP channel decoding

In ML estimation (1), no assumptions are made about the distribution of the information
bits. Hagenauer proposed to add a priori knowledge in form of an agwibvialueof the

information bitu;: L, (ui ) = kw%
prio -
N
M® =M® + ZX(“D) Lti,n Yt yP Lo (Lfl) )

This modification of the Viterbi algorithm (VA) is referred to as APRI-VA. It performs
maximum a posteriori (MAP) sequence estimation assuming independence of the relevant
bits u. within the decision region of the VA.

Hagenauer estimates thepriori soft valueL,, (u,;) of thei-th bit in thek-th frameu,
from thea posteriorisoft value Lpost(uk_l,i) of the bit with same positionin the frame

gk—l :

I‘prio (uk,i) = f (Lpost(uk—l,i)) (3)
The soft vaIueLpost(u k—1,i) is already available at the output of the channel decoder if a
Soft Output Viterbi Algorithm (SOVA) is used.

However, as already stated, the non-uniformity of the symbol sequence produced by the
source encoder implies statistical dependence within group of bits coding a same
guantization index. Furthermore, if the coder uses sub-frames, the bits coding similar
parameters in different sub-frames may also be correlated. Therefore, let us consider a set

of statistically dependent bil%uil,...,qm} within a frame (we omit the frame index for

sake of simplicity). A proper way to exploit this dependency is to formulate the Viterbi
metric in terms of the joint probabilitP(ql,...,qm) instead of single bit probabilities

P(q ) . This is clearly impractical when the spreading range of the dependent bits exceeds

the constraint length of the convolutional coder. This is the case of most coders, like
GSM, that reorders the speech codec bits such that the most sensitive bits are positioned
at the beginning and at the end of the frame for better error protection.

For this general case, Heinen derived in [5] an approximate MAP metric where only the

already decided bitsu, ...,y 7 ;j < i} along the current pathare considered:

N
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The a priori probability used in (4) may be estimated with respect to the previously
decoded framau,_, in order to exploit the interframe correlation [8]. Nevertheless, this

estimation is quite complex and is based on fixed transition probabilities that can not deal



with speech non stationary. Furthermore, this approach turns out to be impractical when
the set of bit{uil,...,qm} is extended to different source coder symbols in order to exploit
the sub-frame correlation.

Therefore, we propose to restrict ourselves to pairs of correlate{ijpiitsk J.} within the

frame u,. These bits may correspond to the same parameter as well as to correlated

parameters. Doing so, we are also able to use a very simple procedure for adaptively
estimate the correlation betweep, andu, ; in order to track the speech non stationary.

This procedure will be presented in section 3.

2.2 APRI-SOVA exploiting intraframe correlation

We exploit theintraframe correlation during the channel decoding process by using a an
approach similar to Hagenauer for theerframecorrelation.
Assuming j <i, we use the metric (2) with an priori soft valuelL ;, (uk,i) estimated

from the current estimate of tlagposteriorisoft value Lpost(uk, J. ):

I—prio (uk,i) = f (Lpost(uk. J)) (5)

Lpost(u j) D]j - Lpfio(q)

Figure 2: Estimation of the a priori soft value, (uk'i )

This scheme is illustrated in Figure 2. The soft valggst(uk‘j) is available if we have
(i-j)>0d, o being large enough so that all the different path at tihaa’e merged with

high probability. If not,Lpost(uk'j) will be overestimated. That means the estimation of

L orio (uk’i) tends to rely on the hard bit value @f, whenj tends toward. However, it

may be noticed that in such case, our metric turns out to be a restriction of equation (4) to
the pair{uk'i; uk‘j} :

A problem arises when(i—j) is less or equal to the constraint length+1).
Nevertheless, we may notice thaf,, (uk'i) can be equivalently added to the metic?

rather than toM (” thus its estimation may be delayed.



It should be obvious that we need to store the soft value of tmﬁf’jbialready decoded

along the patip in order to compute our metric. Actually, if we use a SOVA implemented
in the register exchange mode [9], the path memory contains this information.

Finally, in order to exploit the maximum knowledge available on the source, we can
combine the a priori information from intraframe and interframe correlation using the
same adding relation as in [7]:

L prio (“k,i): f('-post(“ki))+ f(Lpost(UH, I)) (6)

3 Estimation of the a priori information

We now deal with the estimation &f,, (u,) from L, (u,) where (q,1) denotes either

the frame index (interframe correlation) or the bit position within a frame (intraframe
correlation). Similarly to [4], we model the correlation between bjtsand u, with a

change bitc :

=y, Ug, (7)
prio
with knowna priori soft valuel , (c ( ) = Iog g‘l‘(') (8)

ql
where pi = p(q =-1]y —+1) P(u +1 u——]) is the a priori probability of
change. ThIS model which corresponds to symmetric transition probabilities is more
relevant for interframe correlation than for intraframe correlation. However, it has the

main advantage that a very simple relation between the soft values can be derived from
equation (7):

Lprio( )_ f( post( Q))

= sigrﬁme (cql )) .sigprost(uq)) .mi@uLpno(cql)‘ ‘Lpost(uﬂ)‘) ©)

Hagenauer has proposed an ad hoc method named HUKd#gativelyestimates the a
priori knowledge Lpno( ql)' In this algorithm Lpno( ql) is increased or depreciated

depending on the hard values ( df the already decoded bitg andy, . Nevertheless, it
seems more convenient to take into account the reliability of the already decoded bits
when estlmatlnngno( ) Therefore, we present a new method to adaptively estimate

L prio (cql) from the soft values observed at the output of the channel decoder:

Let us consider the estimatés andy, , the associated change bit is:
¢y =0, 00 (10)



According to (9), its soft valué, (cql) Is given by:
Lpost(CqI) = sign(Lpost(u I)) .sigr( Lpos(u ()) .mir(‘ L oo u)‘ ‘ L po£ u )‘)

Therefore, we can express the a posteriori probability of change:
piest = 1/(1 + @leostlea )) (11)
and obtain a new estimate df (cql) by updating the a priori probabilitypcﬁriO
according to:
pq‘}”" =A.pi+(1-A). e (12)

q
with forgetting factorA .

4 Redundancy in GSM speech codecs

Before applying our method to the GSM FR and EFR, we analyze the residual interframe

and intraframe correlation produced by these coders. For this analysis, we compute the
average interframe and intraframe correlation over 1500 frames of silence-removed

speech. In the following, we show theses correlations only for the first 80 most sensitive

bits of the speech encoded frames.

4.1 Analysis of the GSM Full-Rate

The full-rate is a Regular Pulse Excited-Long Term Prediction (RPE-LTP) coder [10]. It
produces 260 bits for every 20 ms speech frame. These 260 bits represent one set of 8 LP
filter coefficients converted to log-area ratio (LAR), 4 sets of LTP filter coefficients and
RPE excitation (updated every 5 ms subframe). All these bitcalar quantized

All the 260 bits not have the same subjective importance. The 50 most sensitive bits
(Class 1a must not be used if corrupted and in that case the whole speech frame is
declared as bad. However, it is shown in Figures 3 and 4 that the most subjectively
important bits are highly correlated. Therefore one can expect to greatly improve the
speech quality by exploiting this redundancy in the channel decoding process. The
positions of the most significant bits (MSB) for some of those parameters are given as
follows:

LAR1 (1,6) Xmax1 (2,17) LTP lagl (13,24) LTP gainl (53)
LAR2 (7,10) Xmax2 (3,18) LTP lag2 (14,25) LTP gain2 (54)
LAR3 (8,11) Xmax3 (4,19) LTP lag3 (15,26) LTP gainl (55)
LAR4 (12,45) Xmax4 (5,20) LTP lag4 (16,27) LTP gainl (56)

LARS5 (22,51)
LAR6 (23,52)

We may notice that for some parameters, like the block amplitudes Xmax, the intraframe
correlation is much higher between the corresponding bits of successive sub-frames than
between the 2 MSB of each sub-frame parameter.
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Figure 3: Normalized inter-correlation between
bits of successive frames for the GSM FR.
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Figure 4: Normalized cross-correlation (absolute value)
between bits of a same frame for the GSM FR.

4.2 Analysis of the GSM Enhanced Full-Rate

The coding scheme of the GSM EFR is an Algebraic Code Excited Linear Prediction
(ACELP) technique [11]. It produces 244 bits for every 20 ms speech frame. The 10 LP
filter coefficients (twice per frame) are converted to line spectrum pairs (LSH)iatig
guantizedafter moving average (MA) prediction. The pitch delay, the gains of adaptive
and fixed codebook argcalar quantizedwith moving average prediction applied to the
fixed codebook gain). It seems obvious that the EFR produces less redundancy than the
GSM FR because the intraframe correlation is partly removed by the joint quantization
and the residual of MA prediction is rather decorrelated. Nevertheless, it is shown in
Figures 5 and 6 that some significant redundancy remains. The correspondence between
the most correlated bits and the coder parameters are given as follows (we denote LPC1
the 1st quantization index of LSP):

LPC1 (25,26,51) LTP gainl (17) FCB gainl (18,62) LTP lagl (1,2,3,4,5,6)
LTP gain2 (19) FCB gain2 (20,63) LTP lag2 (13,14)
LTP gain3 (58) FCB gain3 (60,64) LTP lag3 (7,8,9,10,11,12)

LTP gain4 (59) FCB gain4 (61,65) LTP lag4 (15,16)
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Figure 5: Normalized inter-correlation between
bits of successive frames for the EFR.
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Figure 6: Normalized cross-correlation (absolute value)
between bits of a same frame for the EFR.
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5 Simulation results

In implementing our algorithm, we consider only the bits whose normalized interframe or
intraframe correlation (Figure 3 to 6) exceeds a threshbkd0.2. In the case of
intraframe correlation, for each selected bit, the associated bit chosen to estimate its a
priori soft value must satisfy awder constrainthe must precede the "predicted” bit after

the reordering of the encoded frame). We give in following the main bit combinations
used for the GSM FR and EFR respectively (see section 4):

FR: 10-7, 2-3, 4-3, 5-3, 12-45, 22-51, 8-11, 18-19, 20-19, 19-17, 52-23, 55-53
EFR: 20-63, 60-64, 65-61, 18-62, 51-25, 7-1, 19-17, 58-59, 26-51, 2-8, 14-13, 16-15
We simulate the channel transmission with static error patterns corresponding to a typical

urban channel model with a vehicle speed of 50 km/h and carrier to interference ratio C/I
from 2 dB to 8 dB. A speech sequence of 7500 frames was used to compute the bit error



rate (BER) at each C/I value. The improvement of the BERIn class las represented

in Figure 7 and 8 for the GSM FR and EFR respectively. We compare the BER curves
obtained without source controlled channel decoding to the results of our algorithm using
the interframe correlation alone, the intraframe correlation alone or their combination
according to (6).
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Figure 7: Bit error rates for class 1ain GSM FR.
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Figure 8: Bit error rates for class 1a in GSM EFR.

The performance obtained with either the interframe or the intraframe correlation alone

are very similar whereas one should expect better results in the case of intraframe
correlation as in [6]. This is a consequence of the constraint imposed when selecting the
bit combination. However, this constraint allows us to run the channel decoding process
only once whereas it is run twice in [6].

When combining inter- and intraframe correlation, it is possible to achieve a total gain of

~0.9 dB for the GSM FR and ~0.5 dB for the EFR af BER. In the case of the GSM

FR, the improvement compared to the inter- or intraframe correlation alone is rather

small. This may be because the a priori information obtained from either the interframe or
the intraframe correlation is rather the same. This may be due also to a poor combination
of these two information by the "ad hoc" relation (6).



6 Conclusion

The analysis of the encoded speech frames for the GSM FR and EFR have shown that
there is still some redundancy remaining and that the correlation between parameters of
different sub-frames takes a significant part in it. In this contribution, we have presented a
new method to exploit the intraframe correlation together with the interframe correlation
during the channel decoding process. Such approach is sub-optimal but allows to take
easily into account the correlation between different source coder symbol. Furthermore,
our estimator of bit correlation is able to track the speech non stationary and is less
sensitive to error propagation since it relies on the bit reliability. The results obtained with
our channel decoding algorithm show the benefit of using interframe and intraframe
correlation although a better way to combine them may be found.
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