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Abstract
Symmetric fix-free codes are prefix condition codes in which each codeword

is required to be a palindrome. Their study is motivated by the topic of joint
source-channel coding. Although they have been consideredby a few commu-
nities they are not well understood. In earlier work we used acollection of
instances of Boolean satisfiability problems as a tool in thegeneration of all
optimal binary symmetric fix-free codes withn codewords and observed that
the number of different optimal codelength sequences growsslowly compared
with the corresponding number for prefix condition codes. Wedemonstrate that
all optimal symmetric fix-free codes can alternatively be obtained by sequences
of codes generated by simple manipulations starting from one particular code.
We also discuss simplifications in the process of searching for this set of codes.

1. Introduction
Shannon’s pioneering work on information theory [15] establishes that source and

channel encoding can be separated without a loss of performance assuming infinite
blocklengths are permitted. However, that result does not apply to real transmission
situations with complexity and latency constraints, and there is therefore an interest in
joint source-channel coding and decoding techniques. Manyvideo, audio, and image
standards use prefix condition codes. It is therefore interesting to devise prefix condition
codes with additional constraints which result in binary encodings of data with increased
immunity to noise prior to channel encoding. For example,fix-freeor reversible variable
length codes (see, e.g., [14], [7], [4], [16]) are prefix condition codes in which no
codeword is the suffix of another codeword, and they are components of the video
standards H.264 and MPEG-4 [17], [9], [20], [10].

Our focus in this paper is upon a subclass of fix-free codes known assymmetricfix-
free codes [16]. Here each codeword must be a palindrome. Symmetric fix-free codes
were found [2] to be preferable to other fix-free codes for joint source-channel coding.
They are also easier to study because a collection of palindromes which satisfies the
prefix condition automatically satisfies the suffix condition [16], [18], [12]. Nevertheless,
although they have also been studied in [3], [17], [19], [1],[8], [13] they are not well-
understood. For example, there is no exact counterpart to the Kraft inequality/equality
for symmetric fix-free codes, although [16], [18], [12], [13] discuss some simple nonex-
haustive necessary and sufficient conditions for the codeword lengths of such codes. In
[12], [1], [13] we convert the problem of determining the existence of a symmetric fix-
free code with given codeword lengths into a Boolean satisfiability problem and offer
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branch-and-bound algorithms to find the set of optimal codesfor all memoryless sources,
i.e., codes which minimize the average codeword length among all symmetric fix-free
codes for some choice of source probabilities. For a given source its optimal code can be
found by calculating the expected codeword length for each of the optimal codelength
sequences and choosing the corresponding optimal code. In [1], [13] we show that the
number of sorted and nondecreasing optimal codelength sequences for binary symmetric
fix-free codes withn codewords appears to grow very slowly withn compared with the
corresponding exponential growth [6] for binary prefix condition codes (see the appendix).
Therefore, whenn is not too large it appears to be feasible to calculate and store all
optimal codes and to choose the best among them for a given application. The paper [8]
proposes anA∗-based algorithm for a different way to obtain an optimal symmetric fix-
free code for a given source, but this procedure does not offer much mathematical insight
about optimal codes. The existing understanding about optimal codes is very limited.

Although solving instances of Boolean satisfiability problems can be one component in
the generation of optimal codes, we propose in Section 3 a completely different derivation
of them. Our inspiration comes from a paper [11] which shows that the space of all sorted
and non-decreasing sequences of codeword lengths of optimal binary prefix condition
codes forms a lattice called theimbalancelattice. Among the length sequences which
satisfy the Kraft inequality with equality,(1, 2, 3, . . . , n−1, n−1) is considered to be
the most imbalanced because it corresponds to the largest sum of codeword lengths. The
authors of [11] describe a basic operation on three values ofa codeword length sequence
which when repeated enough times will transform the most imbalanced codeword length
sequence into an arbitrary sorted and non-decreasing optimal codeword length sequence.

We will not work here with length sequences but instead with the binary codes
themselves. Although the optimal codes do not form a latticewe will see that they
can each be attained from the repetition of a basic operationwhich eventually transforms
the most “imbalanced” optimal code into an arbitrary optimal code. (The basic operation
here is completely different from that of [11], and the number of codewords it will affect
in one application depends on several factors.) The following results from [13] show that
the most imbalanced optimal symmetric fix-free code is{0, 11, 101, 1001, . . . } with
length sequence(1, 2, . . . , n).

Proposition 1: [13, Prop. 2.2] The code{0, 11, 101, 1001, . . . } with n ≥ 3 code-
words is in the set of optimal symmetric fix-free codes withn codewords.

Theorem 2:[13, Thm. 2.5] The sorted and non-decreasing length sequence
(l1, l2, . . . , ln) of an optimal binary symmetric fix-free code withn codewords satisfies
li ≤ n for i ∈ {1, 2, . . . , n} and

∑n
i=1 li ≤

∑n
i=1 i = n(n+ 1)/2.

Our initial procedure to generate any optimal symmetric fix-free code will also generate
some suboptimal codes. Part of the contribution of Section 4is to provide simple tests to
reduce the number of candidates for optimal codes, and one ofthese tests can be viewed
as a generalization of Theorem 2.

2. Preliminaries

Given a palindromeσ, we define the set of itsneighboring palindromesN (σ) by

N (σ) = {palindromesw: σ is the longest palindrome which is a proper prefix ofw}.



For example,N (0) = {00, 010, 0110, . . . }. For any stringw, let |w| denote the length
of w. We will be interested in the following (possibly empty) subset ofN (σ)

Nn(σ) = {w ∈ N (σ) : |w| ≤ n}.
Note that if we remove a palindromeσ from a symmetric fix-free code, then we can add
to the remainder of that code any subset ofN (σ) to obtain another symmetric fix-free
code with possibly more codewords than the original code.

Observe that for any symmetric fix-free codeCn = {c1, c2, . . . , cn}, we can define
a “complementary” symmetric fix-free code by reversing the bits of each codeword. For
n ≥ 3 any symmetric fix-free code with have at most one codeword consisting of a
single bit, so we can assume without loss of generality that1 6∈ Cn. We will ultimately
be concerned with the setOn of optimal symmetric fix-free codesCn with n codewords
for which 1 6∈ Cn. However, we begin by considering the larger setSn of symmetric
fix-free codesCn with n codewords for which1 6∈ Cn andmax1≤i≤n |ci| ≤ n.

We will call the symmetric fix-free code{0, 11, 101, 1001, . . . } with length sequence
(1, 2, . . . , n) the root code of lengthn and label itRn. We have the following result.

Lemma 3:Any codeword of a symmetric fix-free codeCn ∈ Sn has a codeword of
Rn as a prefix.

Proof: Let si, i ≤ n, denote the codeword of lengthi in Rn. All codewords inCn
which begin with a0 have s1 as the prefix. All other codewords inCn begin with a
1, and by assumption,1 6∈ Cn. Observe that any binary string beginning with a1 and
having length between2 andn will either havesi as a prefix for some2 ≤ i ≤ n or it
will be in the set{10, 100, 1000, . . . }. However, a binary string beginning with a1
and ending with a0 is not a palindrome and is therefore not inCn.

3. Relations among Optimal Symmetric Fix-Free Codes

We define two relations→ and⇒ between codesSn, Ŝn ∈ Sn by

Sn → Ŝn if there existsσ ∈ Sn such thatŜn ⊆ Sn ∪ Nn(σ) \ {σ}.
For thisσ we writeSn

σ→ Ŝn.

Sn ⇒ Ŝn if there existsσ ∈ Sn such thatŜn consists of the shortestn words of

Sn ∪Nn(σ) \ {σ}. For thisσ we writeSn
σ⇒ Ŝn.

We have the following result aboutSn.
Theorem 4:For any codeCn ∈ Sn with codeword lengthsl1, l2, . . . , ln, there exists

an integerm ≤ ∑n
i=1(li − 1) = O(n2) and a sequence of symmetric fix-free codes

S
(1)
n , S

(2)
n , . . . , S

(m)
n ∈ Sn for which Rn = S

(0)
n → S

(1)
n → S

(2)
n → · · · → S

(m)
n =

Cn and with the property that each codeword ofCn has a prefix inS(i)
n for eachi ∈

{0, 1, . . . , m− 1}. Furthermore, there exists a codeBn ∈ Sn for which the preceding
sequence requiresm = Ω(n1.5) codes.

Proof: Consider the following algorithm to generate the codesS
(1)
n , S

(2)
n , . . . , S

(m)
n :

1) S
(0)
n = Rn; i = 0.

2) If there exists a codewordw ∈ Cn which has a proper prefixσ ∈ S(i)
n :

a) Find the subsetCn(σ) of Nn(σ) consisting of the strings which are prefixes
of codewords of the codeCn. If there are#(σ) words inCn(σ), then there



is a subsetD(i) ⊂ S
(i)
n \ {σ} with #(σ) − 1 strings such that no element of

D(i) is a prefix of a word inCn.
b) SetS(i+1)

n = S
(i)
n ∪ Cn(σ) \ {{σ} ∪D(i)}.

3) i← i+ 1. Goto 2.

We argue inductively that this procedure generates an appropriate sequence of codes.
For the basis step, we have seen in Lemma 3 that every element of Cn has a prefix in
Rn = S

(0)
n . For the inductive step, assume that every element ofCn has a prefix inS(k)

n

for somek ≥ 0, and assumew ∈ Cn has a proper prefixσ in S(k)
n . SinceNn(σ) contains

the palindromes of length at mostn for which σ is the longest proper prefix which is a
palindrome,w has a prefix (possibly the full string) which is an element ofNn(σ). That
prefix will be a member ofS(k+1)

n , and we repeat this argument for any other codeword
of Cn havingσ as a prefix. For each codeword ofCn having a different prefix inS(k)

n ,
we assume that the same prefix will be an element ofS

(k+1)
n . ThereforeS(k+1)

n has the
desired property.

For an upper bound onm, each application of operation→ will involve a different
choice for the stringσ, and each one will be a palindrome which is a proper prefix
of at least one codeword. The result follows since each codeword of length li, i ∈
{1, 2, . . . , n}, hasli − 1 ≤ n− 1 proper prefixes.

For the last part, our codeBn will consist of n palindromes of lengthn which begin
with and end with0. For convenience we assume here thatn is even. Since there are
20.5n−1 such palindromes, we must haven ≥ 8. We will describe the code in terms of
l clusters of codewords. The first cluster is the all-zero string, which hasn − 1 proper
prefixes all of which are palindromes. The second cluster is asingle string with left half
0101 . . . . The new proper prefixes which are palindromes are010, 01010, . . . , and there
are (1/2) · (0.5n− 2−O(1)) of them. The third cluster consists of the two strings with
left half 0110110110 . . . and left half00100100 . . . . The new proper prefixes of the left
halves of these string which are palindromes are0110, 00100, 0110110, 00100100, . . . ,
and there are(2/3) · (0.5n− 3−O(1)) of them. Clusterj, j ∈ {2, 3, . . . , l}, consists
of j − 1 strings. The left half of stringk ∈ {1, . . . , j − 1} of clusterj is a repetition
of the lengthj string beginning withk zeroes and ending withj − k ones. There are
((j − 1)/j) · (0.5n− j − O(1)) proper prefixes of the left halves of these strings. Since
there aren words in the combination of all clusters, we have thatl = Ω(

√
n), and the

number of proper prefixes of alln codewords isΩ(n1.5).
We can characterize the set of optimal codes as follows.
Theorem 5:For any codeCn ∈ On there exist an integerm = O(n2) and a sequence

of symmetric fix-free codesS(1)
n , S

(2)
n , . . . , S

(m)
n ∈ Sn for which Rn = S

(0)
n ⇒ S

(1)
n ⇒

S
(2)
n ⇒ · · · ⇒ S

(m)
n = Cn.

Proof: By Theorem 4, there existm = O(n2), a sequence of codesC(1)
n , C

(2)
n , . . . ,

C
(m)
n ∈ Sn, and palindromeswi ∈ C(i)

n , 0 ≤ i ≤ m− 1, such thatRn = C
(0)
n

w0→ C
(1)
n

w1→
C

(2)
n

w2→ . . .
wm−1→ C

(m)
n = Cn; i.e.,

C(i+1)
n ⊆ C(i)

n ∪Nn(wi) \ {wi}. (1)

Let k ≥ 1 be the smallest integer for whichC(k−1)
n 6⇒ C

(k)
n , and letS(k)

n denote the choice
of the shortestn strings inC(k−1)

n ∪ Nn(wk−1) \ {wk−1} which has maximum overlap



with C
(k)
n . Therefore, for anyc ∈ C(k)

n \ S(k)
n ,

|c| ≥ max
s∈S

(k)
n

|s|. (2)

Since by assumptionC(m)
n = Cn ∈ On, we must havek < m. We will finish the proof

by showing that regardless of the value ofk, there is a way to effectively increase it by
one. More precisely, we establish the following result:

Lemma 6:For the codesS(k)
n andCn defined above, there is an integerd ≤ m − k

and codeŝS(k+1)
n , Ŝ

(k+2)
n , . . . , Ŝ

(k+d)
n ∈ Sn for whichS(k)

n → Ŝ
(k+1)
n → Ŝ

(k+2)
n → · · · →

Ŝ
(k+d)
n = Cn.

Proof: By assumption,S(k)
n 6= Cn. For i ∈ {k, k + 1, . . . , m}, define

F (i) = {σ ∈ C(i)
n : σ has a prefix inS(k)

n } (3)

andG(i) = {σ ∈ C(i)
n : σ has no prefix inS(k)

n }. (4)

The setsF (i) andG(i) are clearly disjoint, and

C(i)
n = F (i) ∪G(i). (5)

For i ≥ k, eachwi defined by (1) satisfieswi ∈ F (i) or wi ∈ G(i), but not both. Consider
the case wherewi ∈ G(i), wi 6∈ F (i). By (1) and (5),

F (i+1) ⊆ F (i) ∪ ((G(i) \ {wi}) ∪ Nn(wi)). (6)

By the argument used in the proof of Theorem 4, every element of G(i) has a prefix in
C

(k)
n . Therefore the definition ofG(i) implies that each of its elements, includingwi, has

a prefix inC(k)
n \S(k)

n . Hence every element of the setsNn(wi) and(G(i)\{wi})∪Nn(wi)
has a prefix inC(k)

n \S(k)
n . To arrive at a contradiction, supposev ∈ (G(i)\{wi})∪Nn(wi)

has a prefix inS(k)
n , says. Let c be the prefix ofv in C

(k)
n \ S(k)

n . Since boths andc are
prefixes ofv, eithers is a prefix ofc or c is a prefix ofs. Observe thats, c ∈ C(k)

n ∪S(k)
n ,

and soC(k)
n ∪S(k)

n does not satisfy the prefix condition. However,C
(k)
n ∪S(k)

n is a symmetric
fix-free code because the rules for constructingC

(k)
n andS(k)

n imply that

C(k)
n ∪ S(k)

n ⊆ (C(k−1)
n \ {wk−1}) ∪Nn(wk−1),

and the right-hand side of the preceding relation describesa symmetric fix-free code.
This contradiction implies that no element of(G(i) \ {wi})∪Nn(wi) has a prefix inS(k)

n .
Therefore, we find from (6) that

F (i+1) ∩ ((G(i) \ {wi}) ∪Nn(wi)) = ∅. (7)

Therefore (6) and (7) imply that fori ≥ k,

F (i+1) ⊆ F (i) if wi 6∈ F (i) . (8)

In the derivation of (7) we argued thatC(k)
n ∪ S(k)

n is a symmetric fix-free code and
hence satisfies the prefix condition. Observe thatC

(k)
n ∪ S(k)

n = (C
(k)
n \ S(k)

n ) ∪ S(k)
n .

Therefore no element ofC(k)
n \ S(k)

n has a prefix inS(k)
n , or equivalently,

C(k)
n \ S(k)

n ⊆ G(k). (9)



Since every element ofC(k)
n ∩ S(k)

n has a prefix inS(k)
n , it follows that

C(k)
n ∩ S(k)

n ⊆ F (k). (10)

By (5), we haveF (k) ∪ G(k) = C
(k)
n = (C

(k)
n ∩ S(k)

n ) ∪ (C
(k)
n \ S(k)

n ). Therefore, (9) and
(10) imply thatF (k) = C

(k)
n ∩ S(k)

n , and so

F (k) ⊆ S(k)
n . (11)

To continue our argument, we will next show that

F (m) = Cn andG(m) = ∅. (12)

To arrive at a contradiction, assumev ∈ G(m). Then there is a strings ∈ S(k)
n which is

not the prefix of any codeword ofCn. By Theorem 4,v has a prefix inC(k)
n , sayc. Since

v ∈ G(m), it follows that c ∈ C(k)
n \ S(k)

n . By (2) we have|v| ≥ |c| ≥ |s|. There are two
cases to consider:

1) |v| > |s|: Sinces is a palindrome which is not the prefix of any codeword inCn,
we have that(Cn\{v})∪{s} is a symmetric fix-free code withn codewords which
is better thanCn for any probabilistic source. Hence,Cn 6∈ On, which contradicts
our assumption.

2) |v| = |s|: Then v = c and sov ∈ C
(k−1)
n ∪ Nn(wk−1) \ {wk−1} and v 6∈ S

(k)
n .

Therefore(S(k)
n \ {s}) ∪ {v} has the same length sequence asS

(k)
n and greater

overlap withCn, which contradicts our assumption about the choice ofS
(k)
n .

We next show thatwi ∈ F (i) for somei ∈ {k, k + 1, . . . , m − 1}. Suppose that
wi 6∈ F (i) for all i ≥ k. Then by (8) and (11),

F (m) ⊆ · · · ⊆ F (k) ⊆ S(k)
n . (13)

By (12), (13), and the fact thatCn, S
(k)
n ∈ Sn, we obtainCn = S

(k)
n , which contradicts

our assumption.
Define the set{ik, . . . , ik+d−1} ⊆ {k, . . . , m− 1} to be the collection of indices for

which wil ∈ F (il), l ∈ {k, . . . , k + d − 1} andwi ∈ G(i), i 6∈ {ik, . . . , ik+d−1}. Then
by (8) and (11), we obtain

F (ik) ⊆ . . . ⊆ F (k) ⊆ S(k)
n (14)

F (il+1) ⊆ . . . ⊆ F (il+1), l ∈ {k, . . . , k + d− 2}
F (m) ⊆ . . . ⊆ F (ik+d−1+1) (15)

SinceC(il+1)
n = F (il+1) ∪ G(il+1) ⊆ ((F (il) \ {wil}) ∪ Nn(wil)) ∪ G(il) andwil ∈ F (il)

implies that every element ofNn(wil) has a prefix inS(k)
n , we find that

F (il+1) ⊆ (F (il) \ {wil}) ∪ Nn(wil), l ∈ {k, . . . , k + d− 2}. (16)

From (14), we obtainwik ∈ F (ik) ⊆ S
(k)
n . By (14) and (16), we can verify that

F (ik+1) ⊆ (S(k)
n \ {wik}) ∪Nn(wik).

Therefore, there exists a symmetric fix-free codeŜ
(k+1)
n ∈ Sn such that

F (ik+1) ⊆ Ŝ(k+1)
n ⊆ (S(k)

n \ {wik}) ∪ Nn(wik), (17)



and soS(k)
n → Ŝ

(k+1)
n . Similarly, we can construct a sequence of symmetric fix-free codes

Ŝ
(k+2)
n , . . . , Ŝ

(k+d)
n ∈ Sn for which

F (il+1) ⊆ Ŝ(l+1)
n ⊆ (Ŝ(l)

n \ {wil}) ∪ Nn(wil), l ∈ {k + 1, . . . , k + d− 1}. (18)

Hence,S(k)
n → Ŝ

(k+1)
n → · · · → Ŝ

(k+d)
n .

By (12), (15), and (18), we can show thatCn = F (m) ⊆ Ŝ
(k+d)
n . BecauseCn, Ŝ

(k+d)
n ∈

Sn, we haveCn = Ŝ
(k+d)
n . Thus,

S(k)
n → Ŝ(k+1)

n → Ŝ(k+2)
n → · · · → Ŝ(k+d)

n = Cn

with k + d ≤ m.
To reiterate the result, ifk − 1 6= m we can alter the generation of codeCn from

Rn = C(0)
n ⇒ · · · ⇒ C(k−1)

n → C(k)
n → · · · → C(m)

n = Cn

to Rn = C(0)
n ⇒ · · · ⇒ C(k−1)

n ⇒ S(k)
n → · · · → Ŝ(k+d)

n = Cn

for somek + d ≤ m. By repeatedly applying this argument we obtain the result.
Comment:There is some evidence that for codes inOn the numberm of ⇒ operations
needed isO(n log2 n). In [13, Prop. 2.6] we showed that the average number of bits per
symbol of the optimal symmetric fix-free code is at most2H+1, whereH is the binary
entropy of the source. Suppose the source probabilities arep1 ≥ p2 ≥ · · · ≥ pn. Then
m ≤∑n

i=1(li − 1) ≤∑n
i=1 pi(li − 1)/pn ≤ 2H/pn.

4. Simplifying the Search for Optimal Symmetric Fix-Free Codes

The sequence of symmetric fix-free codes from the root codeRn to an optimal code
Cn ∈ On as defined in Theorem 5 is often not unique. The following result further
specifies such codes.

Lemma 7:For any codeCn ∈ On, supposeRn = S
(0)
n

π1⇒ S
(1)
n

π2⇒ S
(2)
n

π3⇒ . . .
πm⇒

S
(m)
n = Cn. Then this is a shortest sequence of symmetric fix-free codes transforming
Rn to Cn via repeated uses of the⇒ operation if and only ifπi is a prefix of at least
one codeword inCn for eachi ∈ {1, . . . , m}.

Proof: Let us first consider the case where the condition is not satisfied. Let l ∈
{1, . . . , m} denote the maximum index for whichπl is not a prefix of any codeword
in Cn. Observe that it is impossible to havel = m becauseCn = S

(m)
n has a nonempty

intersection withNn(πm) sinceCn andS(m−1)
n both haven codewords. Therefore,l < m.

For i ≥ l + 1, πi is a prefix of at least one codeword inCn, soπl cannot be a prefix of
πi. Thus, by the definition of the⇒ operation we can write

S(i)
n \ Nn(πl) ⊆ (S(i−1)

n \ Nn(πl)) ∪ Nn(πi) \ {πi}, i ∈ {l + 1, . . . , m}. (19)

Sinceπl is not a prefix ofπi, i ∈ {l+1, . . . , m}, it follows from (19) that fori ≥ l+1,

πi ∈ S(i−1)
n \ Nn(πl). (20)

We will use induction to establish the existence of codesC
(l+1)
n , . . . , C

(m)
n = Cn ∈ Sn

satisfying

S(i)
n \ Nn(πl) ⊆ C(i)

n , i ∈ {l + 1, . . . , m}, (21)

and S(l−1)
n

πl+1→ C(l+1)
n

πl+2→ C(l+2)
n . . .

πm→ C(m)
n = Cn. (22)



For the basis step, the definition of the⇒ operation implies

S(l)
n \ Nn(πl) ⊆ S(l−1)

n \ {πl}. (23)

Furthermore, we have seen thatπl is not a prefix ofπl+1. By (20) and (23) we have

πl+1 ∈ S(l−1)
n . (24)

It follows from (19) that

S(l+1)
n \ Nn(πl) ⊆ (S(l)

n \ Nn(πl))∪Nn(πl+1) \ {πl+1} ⊆ S(l)
n ∪Nn(πl+1) \ {πl+1}. (25)

Observe thatS(l+1)
n \ Nn(πl) contains at mostn words andS(l)

n ∪ Nn(πl+1) \ {πl+1}
contains at leastn words. Therefore, by (24) and (25), there existsC

(l+1)
n ∈ Sn such that

S
(l+1)
n \ Nn(πl) ⊆ C

(l+1)
n andS(l−1)

n
πl+1→ C

(l+1)
n .

For the inductive step, suppose that for somel+1 ≤ k < m we have found symmetric
fix-free codesC(l+1)

n , . . . , C
(k)
n ∈ Sn which satisfy (21) andS(l−1)

n
πl+1→ C

(l+1)
n

πl+2→
C

(l+2)
n . . .

πk→ C
(k)
n . We next generateC(k+1)

n . By (20), (21), and (19) we have

πk+1 ∈ S(k)
n \ Nn(πl) ⊆ C(k)

n and

S(k+1)
n \ Nn(πl) ⊆ (S(k)

n \ Nn(πl)) ∪Nn(πk+1) \ {πk+1} ⊆ C(k)
n ∪ Nn(πk+1) \ {πk+1}.

Like the argument for the basis step, there existsC
(k+1)
n ∈ Sn for whichS(k+1)

n \Nn(πl) ⊆
C

(k+1)
n andS(l−1)

n
πl+1→ C

(l+1)
n

πl+2→ C
(l+2)
n . . .

πk+1→ C
(k+1)
n . At k + 1 = m we haveCn =

S
(m)
n \ Nn(πl), and thereforeCn = S

(m)
n = C

(m)
n .

We have established a sequence of symmetric fix-free codesS
(0)
n , S

(1)
n , . . . S

(l−1)
n ,

C
(l+1)
n , . . . , C

(m)
n for which Rn = S

(0)
n

π1⇒ S
(1)
n

π2⇒ S
(2)
n

π3⇒ . . .
πl−1⇒ S

(l−1)
n

πl+1⇒ C
(l+1)
n

πl+2→
. . .

πm→ C
(m)
n = Cn. By the argument used in the proof of Theorem 5, these relations

imply the existence a sequence of symmetric fix-free codesS
(0)
n , D

(1)
n , D

(2)
n , . . .D

(j)
n =

Cn ∈ Sn with j ≤ m − 1 for which Rn = S
(0)
n ⇒ D

(1)
n ⇒ D

(2)
n ⇒ · · · ⇒ D

(j)
n = Cn,

which demonstrates thatRn = S
(0)
n , S

(1)
n , S

(2)
n , . . . S

(m)
n = Cn is not a shortest sequence

of codes transformingRn to Cn via repeated uses of the⇒ operation.
For the converse, given an arbitrary codeCn ∈ Sn let Cprefix be the set of palindromes

(not including 1) which are proper prefixes of at least one codeword inCn. Suppose we
are given a set of codesS(0)

n , S
(1)
n , S

(2)
n , . . . S

(m)
n ∈ Sn and palindromes{π1, . . . , πm}

defined byRn = S
(0)
n

π1⇒ S
(1)
n

π2⇒ S
(2)
n

π3⇒ . . .
πm⇒ S

(m)
n = Cn. We will show thatCprefix⊆

{π1, . . . , πm}.
For eachw ∈ Cn, defineCprefix(w) to be the set of palindromes (not including 1)

which are proper prefixes ofw. Then Cprefix = ∪w∈Cn
Cprefix(w). If w ∈ Rn, then

Cprefix(w) = ∅. Otherwise, there is an ordering of theηw ≥ 1 strings inCprefix(w), say
σ
(1)
w , . . . , σ

(ηw)
w , so thatσ(1)

w ∈ Rn, σ
(i+1)
w ∈ Nn(σ(i)

w ) for i ∈ {1, . . . , ηw − 1}, and
w ∈ Nn(σ(ηw)

w ). Observe thatw ∈ Cn implies thatσ(i)
w ∈ {π1, . . . , πm} for all w 6∈ Rn

and i ∈ {1, . . . , ηw}. ThereforeCprefix(w) ⊆ {π1, . . . , πm} for all w ∈ Cn, and so

Cprefix⊆ {π1, . . . , πm}. (26)

BecauseCprefix is determined only byCn, in order forS(0)
n , S

(1)
n , S

(2)
n , . . . S

(m)
n ∈ Sn

to be a shortest sequence of codes transformingRn to Cn via uses of the⇒ operation,
it suffices to show that

Cprefix = {π1, . . . , πm}. (27)



The assumption{π1, . . . , πm} ⊆ Cprefix together with (26) results in (27).
Given Lemma 7 and (27), we next show
Theorem 8:For any codeCn ∈ On, supposeRn = S

(0)
n

π1⇒ S
(1)
n

π2⇒ S
(2)
n

π3⇒ . . .
πm⇒

S
(m)
n = Cn is a shortest sequence of codes inSn transformingRn to Cn via uses of

the⇒ operation. DefineCprefix = {π1, . . . , πm}. Then any orderingσ1, σ2, . . . , σm
of the elements ofCprefix with i < j wheneverσi is a prefix ofσj corresponds to a
sequence of symmetric fix-free codesC(Σ,0)

n , C
(Σ,1)
n , C

(Σ,2)
n , . . . , C

(Σ,m)
n ∈ Sn satisfying

Rn = C
(Σ,0)
n

σ1⇒ C
(Σ,1)
n

σ2⇒ C
(Σ,2)
n

σ3⇒ . . .
σm⇒ C

(Σ,m)
n = Cn.

Proof: There are two main parts to the proof. In the first we show that there is a set
of transformations starting from{π1, . . . , πm} and ending in{σ1, . . . , σm} which at each
step involves a transposition of an adjacent pair of stringswhile maintaining the invariant
that any palindrome (not including 1) which is a proper prefixof a palindrome in the list
always precedes it. In the second part we consider the effectof a (valid) transposition of
an adjacent pair of strings in devising shortest transformation from Rn to Cn ∈ On via
uses of the⇒ operation.

For the first part of the proof, for a sequence (of numbers or strings)
A = (a1, a2, . . . , am), defineAi, i ∈ {1, . . . , m−1}, as the permutation ofA obtained
by transposingai andai+1. For example, ifA = (1, 2, 3, 4), thenA1 = (2, 1, 3, 4), A2 =
(1, 3, 2, 4), A3 = (1, 2, 4, 3). We have the following result.

Lemma 9:For (π1, . . . , πm) and (σ1, . . . , σm) defined in Theorem 8, defineΩ0 =
(π1, . . . , πm). Then there is a numberk < m2, a sequence of indicesa1, . . . , ak ∈
{1, . . . , m− 1}, and a sequence of pairwise permutations starting fromΩ0 with Ωi =
(Ωi−1)ai andΩk = (σ1, . . . , σm) such that for alli, Ωi satisfies the constraint that the
proper prefixes in the list of each palindrome precede it in the ordering.

Proof: Suppose we knowΩ0, . . . , Ωi = (wi1, . . . , w
i
m), and we wish to construct

Ωi+1. Let hi be the maximum index for whichwig 6= σg. Then there is someli < hi for
which wili = σhi . We claim that we can chooseΩi+1 = (Ωi)li; i.e.,wili is not a prefix of
wili+1. This is clearly true ifσhi is not a prefix ofσj , j 6= hi. If σhi = wili is a proper
prefix of someσj = wili+1, then by assumptionj > hi, and hencehi is not the maximum
index for whichwig 6= σg.

Given this choice ofΩi+1, let us consider the ordered pair(li+1, hi+1). If li + 1 < hi,
then (li+1, hi+1) = (li + 1, hi), and if li + 1 = hi, thenhi+1 < hi. Since(li, hi) 6=
(lj , hj) for i 6= j, eventually the sequence of pairwise permutations will terminate in
Ωk = (σ1, . . . , σm).

For the second part of the proof of Theorem 8, we are given thatfor Ω0, Rn = S
(0)
n

π1⇒
S
(1)
n

π2⇒ S
(2)
n

π3⇒ . . .
πm⇒ S

(m)
n = Cn is a shortest sequence of codes inSn transforming

Rn to Cn via uses of the⇒ operation. Next suppose that for somei ≥ 0, there is
a sequence of symmetric fix-free codesC(Ωi,0)

n , C
(Ωi,1)
n , C

(Ωi,2)
n , . . . , C

(Ωi,m)
n ∈ Sn

satisfyingRn = C
(Ωi,0)
n

wi
1⇒ C

(Ωi,1)
n

wi
2⇒ C

(Ωi,2)
n

wi
3⇒ . . .

wi
m⇒ C

(Ωi,m)
n = Cn. By Lemma 9,

to complete the proof of Theorem 8 it suffices to show that there is a sequence of
symmetric fix-free codesC(Ωi+1,0)

n , C
(Ωi+1,1)
n , C

(Ωi+1,2)
n , . . . , C

(Ωi+1,m)
n ∈ Sn satisfying

Rn = C
(Ωi+1,0)
n

wi+1
1⇒ C

(Ωi+1,1)
n

wi+1
2⇒ C

(Ωi+1,2)
n

wi+1
3⇒ . . .

wi+1
m⇒ C

(Ωi+1,m)
n = Cn.



From the proof of Lemma 9, we have the following relationshipbetweenΩi+1 =
(wi+1

1 , . . . , wi+1
m ) andΩi = (wi1, . . . , w

i
m):

wi+1
j =







wij, j 6∈ {li, li+1}
wili+1, j = li
wili, j = li + 1

In the proof of Lemma 9 we argued thatwili is not a prefix ofwili+1 (or vice versa).

Therefore, forj < li we will chooseC(Ωi+1,j)
n = C

(Ωi,j)
n . If there existsC(Ωi+1,li)

n ∈ Sn

for which

C(Ωi,li−1)
n

wi
li+1⇒ C(Ωi+1,li)

n

wi
li⇒ C(Ωi,li+1)

n , (28)

then forj ≥ li +1 we can chooseC(Ωi+1,j)
n = C

(Ωi,j)
n . We next establish the existence of

C
(Ωi+1,li)
n to satisfy (28). To simplify notation, define

Sn = C(Ωi,li−1)
n , In = C(Ωi,li)

n , S
′

n = C(Ωi,li+1)
n , ω1 = wli, ω2 = wli+1

so that
Sn

ω1⇒ In
ω2⇒ S

′

n. (29)

Let Cn(ω1) be the subset of words inCn which haveω1 as a prefix. By Lemma 7,
Cn(ω1) 6= ∅. SinceCn and Sn both haven strings, there existsSn(ω1) ⊆ Sn with
|Sn(ω1)| = |Cn(ω1)|, ω1 ∈ Sn(ω1), andω ∈ Sn(ω1) is not a prefix of any codeword in
Cn if ω 6= ω1. Observe that(Cn \ Cn(ω1)) ∪ Sn(ω1) ∈ Sn. To arrive at a contradiction,
supposeminσ∈Nn(ω1) |σ| ≥ maxσ∈Sn

|σ| . Then minσ∈Cn(ω1) |σ| ≥ maxσ∈Sn(ω1) |σ| and
minσ∈Cn(ω1) |σ| ≥ |ω1|+1. Therefore the code(Cn \Cn(ω1))∪Sn(ω1) is a strictly better
symmetric fix-free code thanCn for any choice of source probabilities, contradicting the
assumption thatCn ∈ On. Hence,

min
σ∈Nn(ω1)

|σ| < max
σ∈Sn

|σ| . (30)

We likewise have
min

σ∈Nn(ω2)
|σ| < max

σ∈In
|σ| . (31)

Sinceω1 ∈ Sn is a prefix of at least one codeword inCn, it must also be a prefix of at
least one codeword inS

′

n. Furthermore, becauseω1, ω2 ∈ Sn and are distinct,ω1 is not
a prefix of any string inNn (ω2). Hence,

Nn (ω1) ∩ S
′

n 6= ∅. (32)

In order to continue our discussion of the transposition of asuccessive pair of⇒
operations, we introduce the following notation:

In = Î(ω1) ∪ Ŝ(ω1)

Ŝ(ω1) ⊆ Sn \ {ω1}
Î(ω1) ⊆ Nn (ω1)

S
′

n = S̃(ω1, ω2) ∪ Ĵ(ω1) ∪ J̃(ω2)

S̃(ω1, ω2) ⊆ Ŝ(ω1) \ {ω2} ⊆ Sn \ {ω1, ω2}
Ĵ(ω1) ⊆ Î(ω1) ⊆ Nn (ω1)

J̃(ω2) ⊆ Nn (ω2)



We have the following result.
Proposition 10: There existsJn ∈ Sn such thatS̃(ω1, ω2) ∪ {ω1} ∪ J̃(ω2) ⊆ Jn and

Sn
ω2⇒ Jn.
Proof: By (29), In

ω2⇒ S
′

n, and it follows thatNn (ω2) 6= ∅. Therefore there is at
least one choice forI

′

n ∈ Sn for which

Sn
ω2⇒ I

′

n. (33)

We will next show thatω1 ∈ I ′

n. To arrive at a contradiction, supposeω1 6∈ I ′

n. Then by
the definition of the⇒ operation

|ω1| ≥ max
σ∈I′n

|σ| . (34)

Define setsS⋆(ω2) andJ⋆(ω2) by

I
′

n = S⋆(ω2) ∪ J⋆(ω2)

S⋆(ω2) ⊆ Sn \ {ω2}
J⋆(ω2) ⊆ Nn (ω2)

SinceS⋆(ω2) ⊆ I
′

n, (34) implies

|ω1| ≥ max
σ∈S⋆(ω2)

|σ| . (35)

The relationSn
ω1⇒ In implies thatIn contains all elements ofSn with length at most

|ω1|, and combined with (35) we obtainS⋆(ω2) ⊆ In \ {ω2} . Thus,

I
′

n = S⋆(ω2) ∪ J⋆(ω2) ⊆ (In \ {ω2}) ∪ Nn (ω2) .

The previous relation and (29) imply

In
ω2→ I

′

n andIn
ω2⇒ S

′

n. (36)

Thus, the difference between the→ and⇒ operations, (34), (36), and (32) imply

|ω1| ≥ max
σ∈I′n

|σ| ≥ max
σ∈S′

n

|σ| ≥ min
σ∈Nn(ω1)

|σ| > |ω1| ,

which is impossible. Hence the assumption thatω1 6∈ I ′

n was false. Therefore

Sn
ω2⇒ I

′

n impliesω1 ∈ I
′

n. (37)

Recall thatS
′

n = S̃(ω1, ω2) ∪ Ĵ(ω1) ∪ J̃(ω2). By (32) we haveĴ(ω1) 6= ∅. SinceS
′

n

hasn codewords, it follows that̃S(ω1, ω2) ∪ {ω1} ∪ J̃(ω2) has at mostn elements. To
arrive at a contradiction, suppose there is noJn that simultaneously satisfiesSn

ω2⇒ Jn
and S̃(ω1, ω2) ∪ {ω1} ∪ J̃(ω2) ⊆ Jn. Then choose some setJn for which Sn

ω2⇒ Jn.
Since S̃(ω1, ω2) ∪ {ω1} ∪ J̃(ω2) 6⊆ Jn, the relationJn ⊆ Sn ∪ Nn (ω2) \ {ω2} and the
definition of the⇒ operation imply the existence ofx ∈ Jn \ (S̃(ω1, ω2)∪{ω1}∪ J̃(ω2))
and y ∈ S̃(ω1, ω2) ∪ {ω1} ∪ J̃(ω2) \ Jn with |y| > |x| . By (37) we knowω1 ∈ Jn,
so x 6= ω1 and y 6= ω1. Therefore,y ∈ S̃(ω1, ω2) ∪ J̃(ω2); i.e., y ∈ S

′

n. Similarly,
x ∈ Jn ⊆ Sn ∪Nn (ω2) \ {ω2} andx /∈ (S̃(ω1, ω2) ∪ {ω1} ∪ J̃(ω2)) implies thatx /∈ S ′

n.
Sincex ∈ Jn andx 6= ω1 we consider two exhaustive cases for the membership ofx:



• x ∈ Ŝ(ω1) ∪ Nn (ω2) \ {ω2} : SinceŜ(ω1) ⊆ In we havex ∈ In ∪ Nn (ω2) \ {ω2} .
Thus, there existsS

′′

n ∈ Sn such thatx ∈ S ′′

n and In
ω2→ S

′′

n . Recall thatIn
ω2⇒ S

′

n.
We saw earlier thatx /∈ S ′

n andy ∈ S ′

n. Therefore,|x| ≥ maxσ∈S′

n
|σ| ≥ |y|, which

violates our earlier argument that|y| > |x| .
• x ∈ Sn \ {Ŝ(ω1) ∪ {ω1}} : Since x ∈ Sn \ {ω1} ⊆ Sn ∪ Nn (ω1) \ {ω1}, there

exists I
′′

n ∈ Sn such thatx ∈ I
′′

n and Sn
ω1→ I

′′

n . Since Sn ∩ Nn (ω1) = ∅, we
havex 6∈ Nn (ω1). We also assumex 6∈ Ŝ (ω1). It follows that x /∈ In. Recall that
Sn

ω1⇒ In. Therefore,|x| ≥ maxσ∈In |σ|. By (31), maxσ∈In |σ| > minσ∈Nn(ω2) |σ| .
S

′

n consists of the smallest elements ofIn ∪ Nn (ω2) \ {ω2}, so maxσ∈In |σ| ≥
maxσ∈S′

n
|σ|. We have already seen thaty ∈ S ′

n. Combining these observations we
obtain |x| ≥ maxσ∈In |σ| ≥ maxσ∈S′

n
|σ| ≥ |y| , which violates our earlier argument

that |y| > |x| .
Therefore, our assumption was false, and this establishes the proposition.

Proposition 11: For the symmetric fix-free codeJn described by Proposition 10,

Jn
ω1⇒ S

′

n.

Proof: Recall thatS
′

n = S̃(ω1, ω2)∪Ĵ(ω1)∪J̃(ω2) andS̃(ω1, ω2)∪{ω1}∪J̃(ω2) ⊆ Jn.
Thus, S

′

n ⊆ Jn ∪ Nn (ω1) \ {ω1} . Therefore,Jn
ω1→ S

′

n. To arrive at a contradiction,
supposeJn 6⇒ S

′

n. Then choose someS
′′

n to satisfyJn
ω1⇒ S

′′

n. There existsx ∈ S ′′

n \ S
′

n

and y ∈ S
′

n \ S
′′

n such that|x| < |y| . Observe thatx ∈ Jn ∪ Nn (ω1) \ {ω1} ⊆ Sn ∪
Nn (ω1) ∪Nn (ω2) \ {ω1, ω2} . There are two exhaustive cases for the membership ofx:

• x ∈ In ∪ Nn (ω2) \ {ω2} : There existsS̃
′

n ∈ Sn with x ∈ S̃ ′

n \ S
′

n and In
ω2→ S̃

′

n.
By (29), In

ω2⇒ S
′

n. Sincey ∈ S
′

n it follows that |x| ≥ maxσ∈S′

n
|σ| ≥ |y| , which

contradicts our assumption that|x| < |y|.
• x ∈ Sn ∪ Nn (ω1) \ (In ∪ {ω1}) : Since x ∈ Sn ∪ Nn (ω1) \ {ω1} , there exists
I

′′

n ∈ Sn such thatx ∈ I
′′

n \ In and Sn
ω1→ I

′′

n . By (29), Sn
ω1⇒ In. Sincex 6∈ In

we can conclude that|x| ≥ maxσ∈In |σ| and repeat the end of the argument for
Proposition 10 to obtain a contradiction.

Since our assumption thatJn 6⇒ S
′

n was false, we have established the proposition.

To complete the proof of Theorem 8 we chooseC(Ωi+1,li)
n = Jn.

Remark:Lemma 7 and Theorem 8 are important to reduce the computational complexity
of the search for optimal codes because by allowing a naturalordering to be imposed
on the strings inCprefix one can potentially have a large reduction in the number of
sequences of transformations that need to be considered.

Thus far we have provided a way to generate any code inOn, but the procedure will
also generate some codes inSn \On. Therefore, it is desirable to provide simple tests to
reduce the number of candidate for codes inOn. We begin by describing a previously
known property of optimal sorted and nondecreasing sequences of codeword lengths
corresponding to symmetric fix-free codes. We then offer simplifications of this result,
including a generalization of Theorem 2.

Lemma 12:[13, Lemma 2.1] Let(l1, l2, . . . , ln) be the sorted and non-decreasing se-
quence of codeword lengths corresponding to a symmetric fix-free code and(l

′

1, l
′

2, . . . , l
′

n)
be a non-decreasing sequence of natural numbers for which

∑i
j=1l

′

j ≥
∑i

j=1lj for each i ∈ {1, . . . , n}.



Then (l
′

1, l
′

2, . . . , l
′

n) need not be considered as the potential codeword lengths of an
optimal symmetric fix-free code.

In the previous result we say length sequence(l1, l2, . . . , ln) dominatesthe sequence
(l

′

1, l
′

2, . . . , l
′

n). Let Dn ⊂ Sn be the set of symmetric fix-free codes with sorted and non-
decreasing codeword lengths sequences each of which is not dominated by the sorted and
non-decreasing codeword length sequence of any other code in Sn. We haveOn ⊆ Dn,
but it is unknown ifOn = Dn for all n.

For symmetric fix-free codes related by the⇒ operation, then inequalities of Lemma 12
can be reduced to one. We begin with a special case of this result.

Proposition 13: Suppose that the codeS
′

n is a candidate for membership inOn, and
let Sn ∈ Sn be a code in a shortest transformation fromRn to S

′

n through a sequence of
⇒ operations. Let(l1, l2, . . . , ln) and(l

′

1, l
′

2, . . . , l
′

n) be the sorted and non-decreasing
sequences of codeword lengths ofSn and S

′

n, respectively. Suppose that
∑n

j=1 l
′

j ≥
∑n

j=1 lj . If the portion of the shortest transformation fromSn to S
′

n satisfies either

• Sn
π1⇒ S

′

n or
• there is a sequence of symmetric fix-free codesS

(1)
n , S

(2)
n , . . . , S

(h)
n ∈ Sn for some

h ≥ 2 with
Sn = S(0)

n
π1⇒ S(1)

n
π2⇒ S(2)

n
π3⇒ · · · πh⇒ S(h)

n = S ′
n

and withπ1 being a prefix ofπi for i ≥ 2,

thenS
′

n 6∈ On.
Proof: We begin by considering the first case and later show how to extend the

argument to the second case.
We are given thatS ′

n ⊆ Sn ∪ Nn (π1) \ {π1} . For integersλ let S̃λn denote the subset
of Sn with string lengths greater thanλ. By the definition of the⇒ operator, there is
someλ for which

S ′
n ⊆ Sn ∪Nλ (π1) \ {{π1} ∪ S̃λn}. (38)

Let

D = Sn \ S ′
n

D′ = S ′
n \ Sn

m = |D| = |D′| .
Let (d1, . . . , dm) and (d′1, . . . , d

′
m) respectively denote the sorted and non-decreasing

sequences of codeword lengths ofD andD′. Then

|π1| = d1 < λ+ 1 ≤ d2 ≤ . . . ≤ dm (39)

d1 + 1 ≤ d′1 ≤ d′2 ≤ . . . ≤ d′m ≤ λ. (40)

The condition
∑n

j=1 l
′
j ≥

∑n
j=1 lj is equivalent to

d′1 − d1 ≥ (d2 − d′2) + . . .+ (dm − d′m) , (41)

and (39) and (40) imply that

dj ≥ d′j + 1, j ∈ {2, . . . , m} . (42)



We would like to show that
∑k

j=1 l
′
j ≥

∑k
j=1 lj, k ∈ {1, 2 . . . , n} . Let i be the largest

index for whichli = d1. Then the preceding inequality is an equality for1 ≤ k ≤ i− 1.
Let ι be the index for whichlι ≤ d′1 < lι+1. Then for i ≤ k ≤ ι− 1,

k
∑

j=1

l′j =
i−1
∑

j=1

lj +
k
∑

j=i

lj+1 ≥
k
∑

j=1

lj .

For ι ≤ k ≤ n, suppose thatl′1, l
′
2, . . . , l

′
k incorporates thegk shortest new codeword

lengthsd′1, d
′
2, . . . , d

′
gk
. If gk = 1, then (40) implies

∑k
j=1

(

l′j − lj
)

= d′1 − d1 ≥ 1. For
2 ≤ gk ≤ m, (41) and (42) imply

k
∑

j=1

(

l′j − lj
)

= d′1 − d1 −
gk
∑

j=2

(

dj − d′j
)

≥ 0,

as desired.
For the second case, we letN ⋆

n(σ) denotes the set of all palindromes of length at most
n with σ as a proper prefix. The only change needed to the previous discussion is to
replace (38) with

S ′
n ⊆ Sn ∪ N ⋆

λ⋆(π1) \ {{π1} ∪ S̃λ
⋆

n }
for someλ⋆ and to replaceλ with λ⋆ in (39) and (40). The rest of the proof remains the
same as in the first case.

We next extend Proposition 13 and simultaneously generalize Theorem 2.
Theorem 14:Consider a codeS

′

n ∈ On, and supposeSn ∈ Sn is one of the codes in a
shortest transformation fromRn to S

′

n through a sequence of⇒ operations. Suppose the
portion of this shortest transformation fromSn to S

′

n involves the sequence of symmetric
fix-free codesS(1)

n , S
(2)
n , . . . , S

(h)
n ∈ Sn for someh ≥ 1 and satisfies

Sn = S(0)
n

σ1⇒ S(1)
n

σ2⇒ S(2)
n

σ3⇒ . . .
σh⇒ S(h)

n = S
′

n.

Let (l1, l2, . . . , ln) and (l
′

1, l
′

2, . . . , l
′

n) be the sorted and non-decreasing sequences
of codeword lengths ofSn andS

′

n, respectively. Let̃l(i)n , i ∈ {0, 1, . . . , h}, denote the
maximum codeword length ofS(i)

n . Then l
′

n = l̃
(h)
n ≤ l̃

(h−1)
n ≤ · · · ≤ l̃

(1)
n ≤ l̃

(0)
n = ln and

∑n
j=1 l

′

j <
∑n

j=1 lj .

Proof: Let S
′

n(σi) be the subset of words inS
′

n which haveσi as a prefix. By
Lemma 7,S

′

n(σi) 6= ∅. SinceS
′

n andS(i−1)
n both haven strings, there existsS(i−1)

n (σi) ⊆
S
(i−1)
n with |S(i−1)

n (σi)| = |S ′

n(σi)|, σi ∈ S(i−1)
n (σi), andσ ∈ S(i−1)

n (σi) is not a prefix
of any codeword inS

′

n if σ 6= σi. Observe that(S
′

n \ S
′

n(σi)) ∪ S(i−1)
n (σi) ∈ Sn. Observe

that if minσ∈Nn(σi) |σ| ≥ max
σ∈S

(i−1)
n
|σ| , thenminσ∈S′

n(σi)
|σ| ≥ max

σ∈S
(i−1)
n (σi)

|σ| and

minσ∈S′

n(σi)
|σ| ≥ |σi|+1. Therefore under the previous condition the code(S

′

n\S
′

n(σi))∪
S
(i−1)
n (σi) would be a strictly better symmetric fix-free code thanS

′

n for any choice of
source probabilities, contradicting the assumption thatS

′

n ∈ On. Hence,

min
σ∈Nn(σi)

|σ| < max
σ∈S

(i−1)
n

|σ| . (43)

S
(i)
n consists of the smallest n elements ofS

(i−1)
n ∪ Nn (σi) \ {σi}, so (43) implies that

l̃
(i−1)
n = max

σ∈S
(i−1)
n
|σ| ≥ max

σ∈S
(i)
n
|σ| = l̃

(i)
n . Hence,l

′

n = l̃
(h)
n ≤ l̃

(0)
n = ln.



To begin our argument for the remainder of Theorem 14, recallour assumption that

Sn = S(0)
n

σ1⇒ S(1)
n

σ2⇒ S(2)
n

σ3⇒ . . .
σh⇒ S(h)

n = S
′

n

is a shortest sequence of codes inSn transformingSn to S
′

n via uses of the⇒ operation.
Suppose{π1,1, π2,1, . . . , πk,1} = {σ1, σ2, . . . , σh} ∩ Sn and the elements of

{σ1, σ2, . . . , σh} \Sn each have a proper prefix in the set{π1,1, π2,1, . . . , πk,1}. Then
each stringσι, ι ∈ {1, . . . , h}, can alternatively be labeledπg,j, where

• if σι ∈ Sn, thenj = 1 andg = |{σ1, σ2, . . . , σι} ∩ Sn|, and
• if σι 6∈ Sn, thenj is one more than the number of strings among{σ1, σ2, . . . , σι}

that haveπg,1 as a proper prefix.
Let γg be the number of strings, includingπg,1, among{σ1, σ2, . . . , σh} which have
πg,1 as a prefix.

Let ρi, i ∈ {1, . . . , k}, be an arbitrary permutation of{1, . . . , k}. Then Theorem 8
implies that if S

′

n ∈ On, we can study the transformation fromSn to S
′

n through any
ordering of{σ1, σ2, . . . , σh} of the form

{πρ1,1, . . . , πρ1,γρ1 , πρ2,1, . . . , πρ2,γρ2 , . . . , πρk,1, . . . , πρk ,γρk}. (44)

We will use induction onk to show that the condition
∑n

j=1 l
′

j ≥
∑n

j=1 lj implies
thatS

′

n 6∈ On. For the basis step, Proposition 13 treats the casek = 1. For the inductive
step, we assume the result is true whenk ≤ κ and show that it is consequently true at
k = κ + 1.

We will consider the possible transformations fromSn to S ′
n using a permutation of

{σ1, σ2, . . . , σh} of the form (44). IfS
′

n ∈ On, then by Theorem 8 we can define for
i ∈ {1, . . . , κ+1} a sequence of symmetric fix-free codesC(i,1)

n , C
(i,2)
n , . . . , C

(i,γi)
n =

I
(i)
n ∈ Sn for which

Sn
πi,1⇒ C(i,1)

n

πi,2⇒ . . .
πi,γi⇒ C(i,γi)

n = I(i)n .

For 1 ≤ i ≤ κ + 1, let (l(i)1 , . . . , l
(i)
n ) denote the sorted and non-decreasing sequence of

codeword lengths ofI(i)n . If for any i,
∑n

j=1 lj ≥
∑n

j=1 l
(i)
j , then the condition

∑n
j=1 l

′

j ≥
∑n

j=1 lj implies that
∑n

j=1 l
′

j ≥
∑n

j=1 l
(i)
j . By the inductive hypothesis it follows from

the transformation fromI(i)n to S
′

n thatS ′
n /∈ On.

Therefore, assume for alli ≤ κ+1 that
∑n

j=1 l
(i)
j >

∑n
j=1 lj . Defineλi as the smallest

integer for which
I(i)n ⊆ Sn ∪ N ∗

λi
(πi,1) \ {{πi,1} ∪ S̃λin }.

Let

Di = Sn \ I(i)n
D′
i = I(i)n \ Sn

mi = |Di| = |D′
i| .

Let (di,1, . . . , di,mi
) and

(

d′i,1, . . . , d
′
i,mi

)

be the sorted and non-decreasing sequences of
codeword lengths ofDi andD′

i, respectively. Then by (41) and (42) we have
t
∑

j=1

d′i,j ≥
t
∑

j=1

di,j, 1 ≤ t ≤ mi, (45)



and we also have

|πi,1| = di,1 < λi + 1 ≤ di,2 ≤ . . . ≤ di,mi
(46)

di,1 + 1 ≤ d′i,1 ≤ d′i,2 ≤ . . . ≤ d′i,mi
≤ λi (47)

Defineµ as the smallest integer for which

S ′
n ⊆ Sn ∪

[

κ+1
⋃

i=1

N ∗
µ (πi,1)

]

\
[

κ+1
⋃

i=1

{πi,1} ∪ S̃µn

]

.

Observe that
µ ≤ min {λ1, . . . , λκ+1} . (48)

Let m = |Sn \ S ′
n|, and let (δ1, . . . , δm) and (δ′1, . . . , δ

′
m) be the sorted and non-

decreasing sequences of codeword lengths ofSn \ S ′
n andS ′

n \ Sn, respectively. IfS
′

n is
a candidate for membership inOn and we are studying part of a shortest transformation
from Rn to S

′

n, then becauseδ1, . . . , δκ+1 are the ordered lengths ofπ1,1, . . . , πκ+1,1, it
follows that

δ1 ≤ δ2 ≤ . . . ≤ δκ+1 < µ+ 1 ≤ δκ+2 ≤ . . . ≤ δm (49)

δ1 + 1 ≤ δ′1 ≤ δ′2 ≤ . . . ≤ δ′m ≤ µ (50)

As in the proof of Proposition 13, we can argue thatS ′
n 6∈ On if

∑t
i=1 δ

′
i ≥

∑t
i=1 δi

for all t ≤ m. The condition
∑n

i=1 l
′

i ≥
∑n

i=1 li here implies that
∑m

i=1 δ
′
i ≥

∑m
i=1 δi. To

establish the remainingm− 1 inequalities we consider three cases:

1) t = 1 : We know thatδ′1 ≥ δ1 + 1.
2) 2 ≤ t ≤ κ+ 1 : Starting fromt = 1 we will sequentially map eacht ≤ κ+ 1 into

a different ordered pair(i(t), j(t)) satisfyingδ′t = d′i(t),j(t) as follows. If there are
multiple unchosen pairs(i(t), j(t)) which satisfy the equality then we select the
one with minimumj(t) and then, if necessary, minimumi(t). Let

It = {i : τ → (i, j) for someτ ≤ t}
jt (i) = |{j : τ → (i, j) for someτ ≤ t}|

Then

t
∑

a=1

δ′a =
∑

i∈It

jt(i)
∑

j=1

d′i,j
(a)

≥
∑

i∈It

jt(i)
∑

j=1

di,j
(b)

≥
∑

i∈It



di,1 +

jt(i)
∑

j=2

(λi + 1)





(c)

≥
∑

i∈It



di,1 +

jt(i)
∑

j=2

µ





(d)

≥
t
∑

a=1

δa.

Here (a) follows from (45), (b) follows from (46), (c) follows from (48) and (d)
follows from (49) and the assumption thatt ≤ κ+ 1.



3) κ+2 ≤ t ≤ m−1 : We are given
∑m

i=1 δ
′
i ≥

∑m
i=1 δi or, equivalently,

∑κ+1
i=1 (δ′i − δi) ≥

∑m
i=κ+2 (δi − δ′i) . (49) and (50) imply that fori ≥ κ + 2,

δi ≥ δ′i + 1.

Hence fort ≥ κ+ 2,
t
∑

i=1

(δ′i − δi) ≥
m
∑

i=t+1

(δi − δ′i) ≥ 0.

Thus the condition
∑n

i=1 l
′

i ≥
∑n

i=1 li here implies thatS ′
n 6∈ On.

Theorem 14 shows conditions for which then inequalities of Lemma 12 can be reduced
to one. We next show that if by an application of Proposition 13 or Theorem 14 we
determine thatS

′

n 6∈ On, then we can automatically conclude that certain related codes
also are not members ofOn. We have the following result.

Theorem 15:Suppose that the codesSn, S
′

n, Cn ∈ Sn, that Sn is in a shortest
transformation fromRn to S

′

n through a sequence of⇒ operations, and thatS
′

n is
in a shortest transformation fromRn to Cn through a sequence of⇒ operations. Let
(l1, l2, . . . , ln) and (l

′

1, l
′

2, . . . , l
′

n) be the sorted and non-decreasing sequences of
codeword lengths ofSn andS

′

n, respectively. Suppose that
∑n

j=1 l
′

j ≥
∑n

j=1 lj . If the
portion of the shortest transformation fromSn to S

′

n satisfies either

• Sn
π1⇒ S

′

n or
• there is a sequence of symmetric fix-free codesS

(1)
n , S

(2)
n , . . . , S

(h)
n ∈ Sn for some

h ≥ 2 with
Sn = S(0)

n
π1⇒ S(1)

n
π2⇒ S(2)

n
π3⇒ · · · πh⇒ S(h)

n = S ′
n

and withπ1 being a prefix ofπi for i ≥ 2,

and the portion of the shortest transformation fromS
′

n to Cn can be described for some
η ≥ 1 by

S
′

n
σ1⇒ C(1)

n
σ2⇒ C(2)

n
σ3⇒ . . .

ση⇒ C(η)
n = Cn

with π1 not being a prefix ofσi for 1 ≤ i ≤ η, thenCn 6∈ On.
Proof: Following the notation introduced in the proof of Proposition 13, let

D = Sn \ S ′
n = {s̃1, . . . , s̃m},

D′ = S ′
n \ Sn = {s′1, . . . , s

′

m},
m = |D| = |D′| ,

and let(d1, . . . , dm) and (d′1, . . . , d
′
m) respectively denote the sorted and non-decreasing

sequences of codeword lengths ofD andD′. To arrive at a contradiction, supposeCn ∈
On. Then by Lemma 7,π1 must be a prefix of some element ofCn, and therefore

D
′ ∩ Cn 6= ∅.

Suppose|D′ ∩Cn| = k. By the definition of the⇒ operation,D
′ ∩Cn = {s′1, . . . , s

′

k}.
From the proof of Proposition 13 we saw that the condition

∑n
i=1 l

′

i ≥
∑n

i=1 li implies
that

∑t
j=1 d

′

j ≥
∑t

j=1 dj for all 1 ≤ t ≤ m. Therefore, the sequence of sorted and
non-decreasing lengths of the strings inCn ∪ {s̃1, . . . , s̃k} \ {s′1, . . . , s

′

k} dominates
the sequence of sorted and non-decreasing codeword lengthsof Cn. To complete the



proof it suffices to show thatCn ∪ {s̃1, . . . , s̃k} \ {s′1, . . . , s
′

k} ∈ Sn. By the definition
of the⇒ operation, we have thatD ∩ Cn = ∅. Furthermore, for1 ≤ i ≤ η, σi 6∈
D because eitherσi ∈ S

′

n or σi ∈ N ∗
n(σj) for some j < i with σj ∈ S

′

n. Hence
Cn ∪ {s̃1, . . . , s̃k} \ {s′1, . . . , s

′

k} ∈ Sn.
Recall thatRn = {s1, s2, . . . , sn}. We have the following result.
Corollary 16: Let Cprefix be the set of palindromes (not including 1) which are proper

prefixes of at least one codeword inCn ∈ On. For i ≥ n/2, si 6∈ Cprefix.
Proof: For i ≥ (n + 2)/2, minσ∈N (si) |σ| = 2i − 1 ≥ n + 1, so the

si⇒ operation
would not produce a code inSn. If n is odd, then the shortest two palindromes which
haves[(n+1)/2] as a proper prefix have lengthsn andn+1. If n is even, then the shortest
two palindromes which haves[n/2] as a proper prefix have lengthsn− 1 andn. In either
of these cases it is better to keeps[n/2] or s[(n+1)/2] as a codeword than to turn it into a
proper prefix of one.

Observe that for a stringσ and its bitwise complementσ, the lengths of strings in
Nn(σ) will match those of their bitwise complements inNn(σ). Therefore, the previous
result implies that if0 ∈ Cprefix, then for i ≥ n/2, si 6∈ Cprefix. More generally if a
codeSn containsσ and σ, then one can impose an ordering on them forCprefix and
thereby reduce the number of strings to be considered for replacement at the next step.
Furthermore, we immediately obtain the following extension to Theorem 15.

Corollary 17: Suppose that the codesSn, S
′

n ∈ Sn and thatSn is in a shortest
transformation fromRn to S

′

n through a sequence of⇒ operations. Let(l1, l2, . . . , ln)
and(l

′

1, l
′

2, . . . , l
′

n) be the sorted and non-decreasing sequences of codeword lengths of
Sn andS

′

n, respectively. Suppose that
∑n

j=1 l
′

j ≥
∑n

j=1 lj. If the portion of the shortest
transformation fromSn to S

′

n satisfies either

• Sn
π1⇒ S

′

n or
• there is a sequence of symmetric fix-free codesS

(1)
n , S

(2)
n , . . . , S

(h)
n ∈ Sn for some

h ≥ 2 with
Sn = S(0)

n
π1⇒ S(1)

n
π2⇒ S(2)

n
π3⇒ · · · πh⇒ S(h)

n = S ′
n

and withπ1 being a prefix ofπi for i ≥ 2,

and if π1 ∈ Sn, then the codeS
′′

n defined by

Sn
π1⇒ Ŝ(1)

n
π2⇒ Ŝ(2)

n
π3⇒ · · · πh⇒ Ŝ(h)

n = S
′′

n

is not an element ofOn. Furthermore, forη ≥ 1 any codeĈn related toS
′′

n by a
transformation of the form

S
′′

n
σ1⇒ Ĉ(1)

n
σ2⇒ Ĉ(2)

n
σ3⇒ . . .

ση⇒ Ĉ(η)
n = Ĉn

for which π1 not being a prefix ofσi for 1 ≤ i ≤ η satisfiesĈn 6∈ On.
There would be a further simplification in using these ideas to generate all optimal

symmetric fix-free codes if the following conjecture holds:
Conjecture 18:Suppose that the codesSn, S

′

n, Cn ∈ Sn, that Sn is in a shortest
transformation fromRn to S

′

n through a sequence of⇒ operations, and thatS
′

n is
in a shortest transformation fromRn to Cn through a sequence of⇒ operations. Let
(l1, l2, . . . , ln) and (l

′

1, l
′

2, . . . , l
′

n) be the sorted and non-decreasing sequences of
codeword lengths ofSn andS

′

n, respectively. Suppose that
∑n

j=1 l
′

j ≥
∑n

j=1 lj . If for



someη ≥ 1 a shortest transformation fromSn to Cn can be describedSn
π⇒ S

′

n
σ1⇒

C
(1)
n

σ2⇒ C
(2)
n

σ3⇒ . . .
ση⇒ C

(η)
n = Cn, thenCn 6∈ On. If in addition π ∈ Sn andSn

π⇒ S
′′

n,
thenS

′′

n 6∈ On andS
′′

n is not in any shortest transformation fromRn to a code inOn.
If this conjecture is true, then at each codeSn generated as a candidate member of

On we need only consider additional transformations involving codewords which when
replaced will result in codes with smaller sums of codeword lengths than that ofSn.
Furthermore we obtain constraints onCprefix which may result in other reductions to
our search space for optimal codes. However, while this conjecture is open, one way
to effectively use Theorems 14 and 15 is to establish for eachcodeSn and stringπ
whether or not the conditionsSn

π⇒ S
′

n and
∑n

j=1 l
′

j ≥
∑n

j=1 lj imply that (1)Sn also
has a sum of codeword lengths which is at most that of any codeCn ∈ Sn given by
S

′

n
σ1⇒ C

(1)
n

σ2⇒ C
(2)
n

σ3⇒ . . .
ση⇒ C

(η)
n = Cn, whereπ is a prefix ofσi for each1 ≤ i ≤ η or

(2) the preceding sequence of code transformations is not associated with a non-increasing
sequence of maximum codeword lengths. If these latter constraints can be verified for
a given codeSn and stringπ, then it can be concluded thatS

′

n is not in any shortest
transformation fromRn to any code inOn; as we indicated earlier, this places restrictions
on Cprefix for optimal codes.

We have mentioned earlier thatRn ∈ On for n ≥ 3. This is the only optimal symmetric
fix-free code forn = 3 andn = 4. We next describe some of the other codes inDn for
n ≥ 5.

Theorem 19:Let (l1, l2, . . . , ln) be the sorted and non-decreasing sequence of
codeword lengths for a codeSn ∈ Sn satisfyingRn ⇒ Sn. ThenSn ∈ Dn if

∑n
i=1 li <

n(n + 1)/2.
Proof: Assumej is the index for whichSn ⊆ (Rn \ {sj}) ∪ Nn(sj). To arrive at

a contradiction, suppose that there is a codeCn = {c1, . . . , cn} ∈ Sn which differs
from bothSn and its complementary code, satisfies|c1| ≤ |c2| ≤ · · · ≤ |cn|, and has the
property that

κ
∑

i=1

|ci| ≤
κ
∑

i=1

li, for all κ ∈ {1, . . . , n}. (51)

Since
∑n

i=1 |ci| < n(n + 1)/2, it follows thatCn 6= Rn. By Lemma 3, each codeword of
Cn has a prefix inRn = {s1, . . . , sn}. SinceCn 6= Rn, there existsι andγ such that
sγ is a proper prefix ofcι. Let k be the smallest index for whichsk 6∈ Cn. Therefore,
since the shortest string ofNn(sγ) has lengthmax{2γ − 1, 2},

|cι| ≥ max{2γ − 1, 2} ≥ max{2k − 1, 2}. (52)

SinceCn ∈ Sn it follows that 2k − 1 ≤ n.
We next show that the firstmax{2k − 2, 1} sorted and non-decreasing codeword

lengths ofCn satisfy

|ci| = i, i ≤ k − 1 (53)

|ci| ≥ i+ 1, k ≤ i ≤ max{2k − 2, 1}. (54)

If k = 1, then0, 1 6∈ Cn, so|c1| ≥ 2. If k ≥ 2, then (53) holds because{s1, . . . , sk−1} ⊂
Cn. By the Kraft inequality,|ck| ≥ k − 1 with strict inequality since(1, 2, . . . , k −
1, k−1) is not a feasible sequence of codeword lengths among symmetric fix-free codes.



If |ck| = k, then{s1, . . . , sk−1} ⊂ Cn impliessk ∈ Cn, which contradicts the definition
of k. Therefore|ck| ≥ k + 1. For k ≥ 3, k + 1 ≤ i ≤ 2k − 2, suppose that (54) is not
always true. Then there is a smallest indext ∈ {k + 1, . . . , 2k − 2} such that|ct| ≤ t.
Since|ct−1| ≥ t, we have

|ct−1| = |ct| = t ≤ 2k − 2. (55)

We next show thatct ∈ Rn. To arrive at a contradiction, suppose thatsq ∈ Rn is a
proper prefix ofct. By the same argument as for (52), we have that|ct| ≥ 2k − 1,
which contradicts (55). Hence,ct ∈ Rn. The same argument implies thatct−1 ∈ Rn, but
|ct| 6= |ct−1| for different elements ofRn. Thus, (54) follows because (55) is false.

There are three cases to consider to establish the result:
1) 1 ≤ k < j ≤ n: SinceRk is a subset ofSn, it follows that li ≤ i for i ≤ k.

Therefore, by (53) and (54),
∑k

i=1 li <
∑k

i=1 |ci|, which contradicts (51).
2) 1 ≤ k = j ≤ n: We have1, sj 6∈ Cn, so each codewordci ∈ Cn has a prefix

wi ∈ (Rn \ {sj}) ∪ Nn(sj). Furthermore,Sn consists of the shortestn strings in
(Rn \ {sj}) ∪ Nn(sj). Therefore, fori = 1, |c1| ≥ |w1| ≥ l1, and so (51) implies
that c1 = w1. Next suppose that there is an indexλ ∈ {1, . . . , n − 1} such that
ci = wi for all i ≤ λ. Observe that ifwλ+1 ∈ {w1, . . . , wλ} = {c1, . . . , cλ}, then
{c1, . . . , cλ, cλ+1}, does not satisfy the prefix condition and cannot be a symmetric
fix-free code. Hence,wλ+1 6∈ {w1, . . . , wλ}. Therefore,{w1, . . . , wλ, wλ+1} is
a subset of(Rn \ {sj}) ∪ Nn(sj) with λ+ 1 distinct elements. Thus,

∑λ+1
i=1 |ci| ≥

∑λ+1
i=1 |wi| ≥

∑λ+1
i=1 li. It follows from (51) that

∑λ+1
i=1 |ci| =

∑λ+1
i=1 li. By induction

(|c1|, |c2|, . . . , |cn|) = (l1, . . . , ln), which contradicts our earlier assumption.
3) 1 ≤ j < k ≤ n: Let v be the shortest element ofNn(sj). Define the codeB2k−1 =

(R2k−1 \ {sj}) ∪ {v} ⊆ (Rn \ {sj}) ∪ Nn(sj). Let bsum be the sum of lengths of
the elements ofB2k−1. Therefore,

2k−1
∑

i=1

li = bsum (56)

= 2k2 − k − j +max{2j − 1, 2}
≤ 2k2 − 1 (57)

=

k−1
∑

i=1

i+

(

2k−2
∑

i=k

(i+ 1)

)

+ (2k − 1)

≤
2k−1
∑

i=1

|ci|, (58)

by (53), (54), and the fact that|c2k−1| ≥ |c2k−2| ≥ 2k−1. The only way for (58) to
be consistent with (51) is for (56), (57), and (58) all to be equalities. In order for (57)
to be an equality,j = 1 andk = 2. Sincej = 1, Sn = {00, 11, 010, 101, . . . }.
For (58) to be an equality,|c1| = 1, |c2| = 3, |c3| = 3. Recall that we assume that
n ≥ 5. Sincec1 = 0, c2, c3 ∈ {101, 111}, it follows that |c4| ≥ 4. However, for
these choices ofSn andCn we find that

∑4
i=1 li = 10 < 11 ≤ ∑4

i=1 |ci|, which
again contradicts (51).

Since each way of constructing the symmetric fix-free codeCn results in a violation
of an assumption, we find thatSn ∈ Dn.



One can use the experimental results of [13] to show thatRn and the optimal codes
of Theorem 19 make up all of the optimal codes forn ≤ 10.

Our last technical result establishes a special case of Conjecture 18.
Theorem 20:Suppose symmetric fix-free codesS

′

n andCn are related to each other
and toRn by Rn

sι⇒ S
′

n
σ⇒ Cn, and supposeS

′

n 6∈ Dn. ThenCn 6∈ On.
Proof: The case whereσ = sγ for γ 6= ι is established by Theorem 15. Therefore we

will assume thatσ ∈ Nn(sι). As usual, letl
′

n denote the maximum codeword length of
S

′

n. We will prove the result by arguing thatminψ∈N (σ) |ψ| > l
′

n. Because of the structure
of sι, it is simple to establish that|σ| ≥ 2ι− 1 andminψ∈N (σ) |ψ| ≥ 3ι− 2. Therefore it
suffices to show

3ι− 2 > l
′

n. (59)

As in earlier proofs, let

m = |S ′

n \Rn| = |Rn \ S
′

n|. (60)

Let 0r denote a string ofr zeroes and letθρ denote a palindrome of lengthρ. The shortest
elements ofNn(sι) are of the form10ι−210ι−21, sιsι, sιθ

1sι, sιθ
2sι, . . . , sιθ

ι−3sι. For
0 ≤ ρ ≤ ι − 3, every palindromeθρ satisfiessιθρsι ∈ N (sι). Since there are2⌊(ρ+1)/2⌋

palindromes of lengthρ, if m ≤ ∑ι−2
t=0 2

⌊t/2⌋, then we have a complete description of
S

′

n \Rn.
In Corollary 16 we showed the desired result whenι ≥ n/2. Therefore, we need only

consider the case whereι ≤ (n− 1)/2. Suppose that for somek ≥ 1,

l
′

n = 2ι+ k. (61)

It follows from (59) and (61) that we would like to show

k ≤ ι− 3. (62)

Note that the preceding condition would also imply that the longest codeword ofS
′

n \Rn

is of the formsιθksι for an arbitrary length-k palindromeθk and that we could completely
describeS

′

n \Rn.
By the definition of the⇒ operation,Rn \ S ′

n = {sι, s2ι+k+1, s2ι+k+2, . . . , sn}, and
the sum of the lengths of these words is

ι+
n
∑

i=2ι+k+1

i = ι+ n(m− 1)− (m− 1)(m− 2)

2
. (63)

In order to findk, we wish to have

|N2ι+k−1(sι)| < m ≤ |N2ι+k(sι)|. (64)

If (62) holds andk is odd, thenk satisfies
k
∑

t=0

2⌊t/2⌋ = 2(k+3)/2 − 2 < m ≤ 2(k+3)/2 + 2(k+1)/2 − 2 =

k+1
∑

t=0

2⌊t/2⌋. (65)

If (62) holds andk is even, thenk satisfies
k
∑

t=0

2⌊t/2⌋ = 2(k+2)/2 + 2k/2 − 2 < m ≤ 2(k+4)/2 − 2 =

k+1
∑

t=0

2⌊t/2⌋. (66)



Observe that if (62) holds, then the sum of the codeword lengths over the setS
′

n \Rn

is

m(2ι−1)+
k
∑

t=0

t·2⌊t/2⌋+(k+1)

(

m−
k
∑

t=0

2⌊t/2⌋

)

= m(2ι+k)−
k
∑

t=0

(k+1−t)·2⌊t/2⌋. (67)

SinceS
′

n 6∈ Dn, we have that the sum of codeword lengths overRn \S ′

n is at most the
sum of codeword lengths overS

′

n \Rn. Hence (67) and (63) imply that

ι+ n(m− 1)− (m− 1)(m− 2)

2
≤ m(2ι+ k)−

k
∑

t=0

(k + 1− t) · 2⌊t/2⌋. (68)

Since

m = |Rn \ S
′

n| = |{sι, s2ι+k+1, s2ι+k+2, . . . , sn}| = n+ 1− 2ι− k, (69)

the condition (68) can be rewritten

n

2
≥ m2 − k − 1

2
+

k
∑

t=0

(k + 1− t) · 2⌊t/2⌋. (70)

Because of (69), the condition (62) that we wish to establishis equivalent to

n

2
≥ m+ 3k + 5

2
. (71)

Therefore, to demonstrate (71) it sufficient to show that

m2 − k − 1

2
+

k
∑

t=0

(k + 1− t) · 2⌊t/2⌋ ≥ m+ 3k + 5

2

or
m2 −m

2
− 2k − 3 +

k
∑

t=0

(k + 1− t) · 2⌊t/2⌋ ≥ 0. (72)

If k is odd, then
∑k

t=0(k+1− t) · 2⌊t/2⌋ = 7 · 2(k+1)/2− 2k− 9, and we wish to verify
if

m2 −m
2

+ 7 · 2(k+1)/2 − 4k − 12 ≥ 0 (73)

whenm satisfies (65). The expressionm2−m is minimized whenm = 2(k+3)/2−1, and
for this m the left-hand side of (73) is2k+2 + 4 · 2(k+1)/2 − 4k − 11 ≥ 1 for k ≥ 1. If
k ≥ 2 is even, one can show that

∑k
t=0(k + 1 − t) · 2⌊t/2⌋ = 10 · 2k/2 − 2k − 9, and we

wish to assess if
m2 −m

2
+ 10 · 2k/2 − 4k − 12 ≥ 0 (74)

whenm satisfies (66). The expressionm2−m is minimized whenm = 3 · 2k/2− 1, and
for this m the left-hand side of (74) is9 · 2k−1 + 5.5 · 2k/2 − 4k − 11 ≥ 10 for k ≥ 2.

Since (72) holds for allk ≥ 1, the result follows.
In Figure 1, we illustrate the tree of all21 codes inD20. The numbers within the

vertices represent the sum of codeword lengths for the corresponding code. The strings



labeling the edges represent the codeword removed to go froma code to the next one.
The codelength sequences discussed in [11] form a lattice instead of a tree. Furthermore
in [11] the codelength sequence with minimum sum was the furthest away from that
corresponding to the most imbalanced code, while this is notthe case here. However,
both here and in [11] the most imbalanced (optimal) code of the class being studied had
a central role in a mathematical analysis of optimal codes.
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Figure 1. A directed tree illustrating D20
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Appendix

Table 1 shows the exact number of different sorted and ascending codelength sequences
for Huffman codes (i.e., binary prefix condition codes whichsatisfy the Kraft inequality
with equality) and an upper bound for the counterpart for optimal symmetric fix-free codes
with n words based on the number of dominant codelength sequences whenn ≤ 30. The
numbers for the Huffman code are taken from [6], and the numbers for dominant length
sequences for symmetric fix-free codes come from [1], [13].



Table 1. Number of (Sorted and Nondecreasing) Dominant Codelength
Sequences over a Binary Code Alphabet

n Huffman Symmetric
2 1 1
3 1 1
4 2 1
5 3 2
6 5 2
7 9 3
8 16 3
9 28 4
10 50 4
11 89 6
12 159 6
13 285 8
14 510 11
15 914 11
16 1639 13
17 2938 13
18 5269 17
19 9451 18
20 16952 21
21 30410 22
22 54555 24
23 97871 26
24 175588 29
25 315016 32
26 565168 34
27 1013976 36
28 1819198 42
29 3263875 43
30 5855833 46
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