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Abstract1

DDoS attacks are highly distributed, well coordinated,
offensive assaults on services, hosts, and infrastructure of
the Internet. Effective defensive countermeasures to DDoS
attacks will require equally sophisticated, well coordinated,
monitoring, analysis, and response. The Cossack project is
developing an architecture to explore such coordination
using multicast, annotated topology information, and novel
blind detection techniques.

1. Introduction

As the Internet grows in size and complexity, its
increased visibility and its diversity seem to attract a variety
of highly damaging attacks. Of these, the distributed denial-
of-service (DDoS) attacks are proving to be the most perni-
cious. A DDoS attack can be characterized as a simulta-
neous network attack on a victim from large numbers of
hosts, well distributed throughout the network. The attack
overwhelms the victim using large aggregated firepower
and renders the target inoperative, sometimes for several
days. These attacks, some of which have been staged by
teenagers experimenting with easily available attack tools,
can cause significant monetary losses for businesses, dis-
rupt communication in military networks and interfere with
the operation of public utilities; sometimes they also repre-
sent a technique for stifling or expressing political dissent.
If recent DDoS attacks are a good predictor of the future, we
expect these types of attack to increase both in frequency,
sophistication, and sheer size.

Recent DDoS attacks have revealed a disturbing pattern.
These attacks are increasing in scale. Increasingly, attacks
are being carried out by sophisticated, highly automated,
tools that search out hosts in the Internet, vulnerable to
known intrusion techniques, and install software which pro-
vides remote access and control to the attackers. This auto-
mated searching of hosts can go on for weeks or months
until a large arsenal of compromised hosts has been

amassed.   As these tools continue to mature, they are
increasingly building a hierarchical command and control
infrastructure—one that includes complex cryptographic
techniques to thwart detection and dismantling—to manage
the scalability issues involved in controlling a network of
thousands, or even tens of thousands of hosts. This efficient
use of deep hierarchical command and control makes these
systems easy to operate and hard for the victim to identify
resources and launch effective countermeasures to elimi-
nate the attack.

How are these attacks currently dealt with? For the most
part, they still require a high degree of manual intervention.
Individuals, highly trained in both network operations and
security, pour over audit data and form convincing hypoth-
eses consistent with the audit trails. They then contact other
ISPs in the Internet to confirm suspicious traffic patterns
and coordinate a collective response to the attack. Attempts
are being made to develop tools to automate the analysis of
audit data using Intrusion Detection Systems (IDS) that per-
form high-speed pattern matching against a database of
known attack signatures. Studies of the effectiveness of IDS
systems have so far shown that they are incapable of reason-
ably detecting previous unknown attacks. They only per-
form well when presented with attacks which are
represented in their signature databases.

Ongoing research efforts have, to a perhaps unhealthy
degree, been focused on traceback techniques for attribu-
tion. Many believe that if one could trace back to the origin
of the attack, it will be possible to effectively counter the
attack by automated means. It is unclear whether it is useful
to expend vast amounts of resources to traceback and iden-
tify individual soldiers of the attack when the generals at the
top of the hierarchical command and control continue to
operate unnoticed and uninhibited.

Is the future really this bleak? We don't believe so. A
mindset change, one that focuses less on attribution of
attack origins, and more on automated mitigation of such
attacks, can lead to important breakthroughs in building
DDoS defenses. Two innovative technologies exemplify
this mindset:1. This work is supported by DARPA Grant No. N66001-01-1-
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• A departure from signature-based attack detection, 

blind1 attack detection can enable defense even against a 
heretofore unknown form of attack. Such detection 
mechanisms can have a high rate of false positives, and 
must therefore necessarily be augmented with distrib-
uted coordination techniques that can significantly 
improve accuracy. Analogies from signal processing 
offer insight into the exploration of localization tech-
niques that will determine the directions of an attack 
from the correlation of data from multiple sensors placed 
throughout the network. These localization techniques 
will not be able to determine the identity of individual 
attacking hosts, but provide aggregate information nec-
essary to install effective filters at key router locations in 
the network. We have developed similar distributed 
coordination mechanisms for network fault isolation in 
the context of the SCAN project at ISI.

• A second key capability is the availability of annotated 
network topology databases. Ongoing research to scal-
ably map the topology of large networks could be aug-
mented to identify vulnerable hosts and targets and 
selectively protect these assets. These databases can be 
used dynamically by the coordination mechanisms to 
determine if a target is susceptible to an attack, and to 
rapidly install system defenses. 

Our proposed Cossack system leverages these innova-
tive technologies to develop an automated system for DDoS
attack mitigation. Our system requires no manual interven-
tion, will be attack signature independent, and will be
largely complementary to ongoing research in traceback. In
fact, one might argue that traceback will largely be obviated
by Cossack�  if we have a way of suppressing these attacks.
Traceback will still be necessary for detecting compromised
hosts, but will not be the primary defense mechanism.

Cossack works as follows. Each large organization in the
network will run watchdog software at its network egress.
These watchdogs perform a number of important functions
and coordinate their activities using a peer-to-peer multicast
communications mechanism being developed in the context
of the Yoid [25] project at ISI. Watchdogs are responsible
for scanning the topology of their local surroundings and
identifying potentially vulnerable hosts. In addition, watch-
dogs contain traditional IDS systems and necessary
response agents. Augmenting the IDS systems are blind
detection techniques which correlate information from
other closely proximate watchdogs. Our coordinated sys-
tem of watchdogs will focus on automating the detection
and response of DDoS attacks, including blind detection

techniques, and ensuring that watchdogs will not be inca-
pacitated by the totality of the attack. Since most of the
watchdogs will, in general, be far away from the target they
can focus substantial resources in the timely analysis of net-
work activity.

The high profile nature of the DDoS attacks in the Inter-
net has spurred a flurry of interesting related work to our
proposed research approach. Work is ongoing to extend cur-
rent IDS systems to be more effective against DDoS
attacks. An Intrusion Detection Exchange Format (IDEF) is
being developed at IETF [27] to more easily combine the
analysis of different IDS systems and provide a common
format for sharing in a distributed platform. As we have
mentioned, traceback algorithms continue to be a popular
topic. Of most relevance to our work is the Intrusion Detec-
tion and Isolation Protocol (IDIP). The IDIP work correctly
identifies the need to have a robust distributed system of
detectors and response agents. Unfortunately, it's underly-
ing multicast like backplane does not provide the robustness
and scalability that is addressed in the peer-to-peer Yoid
research. Also, IDIP focuses on traceback methods rather
than the building and maintenance of topology knowledge
bases as aids in the distributed correlation and detection
process.

2. DDoS Background

Network security is rapidly becoming a vital issue in the
Internet. Statistics collected by CERT [1] show that security
incidents have been increasing at an alarming rate. In the
past three years, for example, security incidents have been
doubling each year. In 1988, when CERT was established,
there were 6 security incidents reported; that number in
2000 was 22,000; in year 2001 it was 52,658; and in year
2002 the number is 73,359. While there are several contrib-
uting reasons including social reasons and mis-configura-
tion, many security breaches occur due to security holes in
new software. For example, a report issued by the govern-
ment last year listed over 1000 software vulnerabilities dis-
covered during that year alone [6]. This is important,
because software vulnerabilities allow systematic compro-
mise of a large number of hosts.

One of the most recent types of network attack is the Dis-
tributed Denial of Service (DDoS) attack. DDoS exploits
first gained the attention of computer security professionals
around Fall 1999. In February 2000 came the first highly
publicized DDoS attack, which crippled several prominent
web sites including Yahoo, Amazon, CNN and eBay. DDoS
attacks have proliferated over the past year [2] and indica-
tions are that more are in the works. Several government
security agencies have identified the seriousness of the
problem and have issued advisories [3] and tools to detect

1. A blind attack detection technique can detect attacks that have 
not been seen before, and therefore no signatures exist for it yet.
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compromised systems [4]. At least five of the advisories
issued in the year 2000 were specific to DDoS attacks [5];
no such advisories were issued in 1999.

2.1 Anatomy of a DDoS Attack

Staging a typical DDoS attack requires several steps.
First, an attacker breaks into many machines, perhaps using
some of the publicized software vulnerabilities. For each
compromised machine, the attacker installs the attack tool,
and then moves on to the next victim. The latest cracking
tools automate the entire process to the degree where the
attacker can literally sit back and watch the arsenal of com-
promised machines grow to hundreds or thousands. Once
the attacker has hijacked enough machines, the attacker
configures them in a hierarchical structure, as shown in Fig-
ure 1. At the bottom level of the hierarchy are the “zom-
bies” , which are the actual machines carrying out the attack.
Zombies lie dormant, passively listening for instructions
that identify the target and the type of attack to be invoked.
Many attack tools support several types of attack. At the
intermediate level are the “clients” , each one responsible
for feeding instructions to a subset of the zombies. And
finally, at the highest level is the attacker’s console. This
configuration allows the attacker to trigger a large scale
attack by simply sending messages to a few clients.
Depending on the number of zombies and the network
capacity at the target, the results can be devastating.

2.2 What Makes DDoS Attacks Possible?

The rapid expansion of the Internet and the proliferation
of low-cost PCs are two important factors that have made
DDoS feasible. In addition, the following recent trends have
contributed to the rise in DDoS attacks:

• The increase in the number of new software and the 
(inevitable) security vulnerabilities that accompany 
them, present many opportunities to hijack computers.

• The number of computers with broadband connections 
(xDSL, cable modems) has been rapidly increasing. Not 

only do these computers pose a danger (if hijacked) due 
to their high-speed connections, but their “always on”  
nature makes them far more susceptible to compromise.

• The lack of automated security update of software vul-
nerabilities means that the user is responsible for carry-
ing out this task manually. Since many users either lack 
the time, knowledge or motivation to do so, many sys-
tems remain running software with known insecurities.

• The availability of attack tools (along with instructions 
on how to use them) on several web sites (many outside 
the US), drastically expands the number of potential 
attackers, who no longer need to understand the opera-
tion of the tools in order to use them. Termed “script kid-
dies” , this is a new breed of attacker, one who can use 
attack tools without understanding them.

Many DoS attacks hide the true origin of the attacker by
using spoofed source addresses. DDoS attacks are particu-
larly attractive because their nature makes attribution even
harder. Unlike traditional single-source attacks, DDoS
attacks are virtually impossible to trace due to the numerous
attack paths and the multiple levels of indirection. More-
over, attack tools are constantly evolving and some already
incorporate defenses like encryption and “decoy”  packets to
sidetrack traceback.

In summary, efforts to improve immunity to DDoS
attacks by manually securing systems or by tracing back the
attack although commendable, are difficult to achieve. The
lack of attribution, impossibility of securing every machine
on the Internet, and difficulty of performing intrusion detec-
tion, mean that host-based or highly localized solutions to
neutralize DDoS attacks will not work. What is needed is a
solution which offers the right incentives and low adminis-
tration overhead, so that it can be willingly adopted by ISPs
and network administrators in the entire Internet.

3. Responding to DDoS Attacks

Currently, most edge networks attempt to deal with
DDoS attacks with local responses. These responses are fre-
quently inadequate, especially when the ingress link of the
network is saturated. Some edge networks, confronted with
a flooding attack, have the luxury of requesting additional
help from their ISPs in combating the traffic flow.

It is our belief that effective response requires edge net-
works to gravitate towards cooperative mechanisms to
defend against DDoS attacks. While experimental today,
such mechanisms will mature over the next few years and
will become roughly analogous to what has transpired with
email administration, where edge networks offering open
mail relays or hosting spamming activity are blacklisted by

Figure 1. A DDoS attack
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other edge networks. Networks check the blacklist and
refuse to accept mail from offending edge networks. Similar
techniques are used to ostracize poorly managed or unman-
aged networks from participating in net news distribution.

The same incentives should materialize for DDoS miti-
gation. Edge networks will be forced to manage their net-
works in a responsible manner to avoid gaining a negative
reputation in the Internet and possibly being blacklisted.
Just as some networks today refuse email service, future
blacklisted edge networks may be denied access to web,
multimedia, or other services if they show a lack of respon-
siveness when attacks are reported.

Edge networks that source DDoS attack traffic clearly
view the problem as a waste of their resources and perhaps
money, if their ISP employs usage-based billing. However,
the ISP’s position may be different. For example, some pro-
posed solutions to DDoS are based on the idea of pushback
[21], which follows the attack back from the victim’s net-
work through the network providers. This model has tech-
nical merit but suffers from the lack of reasonable economic
incentives for deployment by providers. Pushback requires
extra work to trace and block attack flows traversing the
network infrastructure, which the provider refuses to under-
take without appropriate compensation. In addition, provid-
ers may lack economic incentives to block attacks if their
customers are charged based on usage, since the customer
ends up paying for DDoS traffic. Thus, currently customers
are unwilling to pay additional charges to their provider to
block DDoS traffic and the providers see a disincentive to
offer the service for free.

While it is unclear what solution ISPs are willing to
adopt to address the DDoS problem, there is growing evi-
dence that customers are at least demanding that ISPs take
the first step, namely address the source spoofing problem.
There appear to be sufficient technical remedies to address
this problem. Edge networks can employ egress filtering at
their borders, and ISPs can deploy ingress filtering for their
customers. As an example, AT&T now claims to have
implemented ingress filtering for its customers throughout
its network. Proposed enhancements of the BGP routing
protocol [24] provide the dissemination of network source
address information to aid in filtering out source spoofed
packets in the core of the Internet. Finally, BGP security
ehnancements, such as the work at BBN [28] and the FNI-
ISC project [29] will ensure the the core of the Internet is
more secure.

4. Cossack Architecture Overview

Cossack is a distributed approach to DDoS detection and
response. Cossack components, located at the edge net-

works of the Internet, coordinate with other edge networks
to collectively combat DDoS attacks.

Rather than observing traffic in the core of the network,
Cossack adopts an approach that involves observing traffic
at the egress/ingress point of individual edge networks.
Observation of egress edge network traffic is also being
explored in the D-Ward project [22]. The D-Ward approach
of performing localized attack detection at the source edge
network shows reasonable promise, but without any coordi-
nation among instances of D-Ward agents, the detection
process may be error prone and penalize non-attack traffic.

For this and other reasons, we decided to explore the idea
of performing the attack detection at the border routers of
edge networks. This approach seems promising for a num-
ber of reasons. First, the destination network has the most
information about the size of the link entering the network
and what are reasonable traffic rates based on fixed or his-
torical knowledge. Second, the signal to noise ratio of the
DDoS traffic is highest at the destination edge network
where all of the traffic has now been aggregated. Third, the
destination network can make a more reasonable decision
on responses to ongoing attacks by factoring in local policy
information.

In Cossack, the victim’s edge network coordinates with
the source networks hosting an attack to provide the infor-
mation necessary to detect and respond to the attack. We
view this exchange of information as merely a hint to a
source network that something suspicious is emanating
from their network. It is then the responsibility of each edge
network to analyze their outgoing traffic and determine
when something erroneous is occurring and what response
they should take. This is consistent with the distributed
management model in the Internet today.

Source edge networks are in the best position to deter-
mine what an acceptable policy should be for a host that is
engaged in a DDoS. For example, at the USC campus, the
network operations group will completely disconnect net-
work service for a host that is determined to be participating
in an outgoing attack. Other commercial ISPs may wish to
merely block certain services or flows from a given host
until the problem is addressed, rather than completely dis-
continuing service.

The Cossack architecture is shown in Figure 2. The prin-
cipal element in Cossack is a watchdog, a software sub-
system that resides at site egress points. Each watchdog
monitors its own network and shares information with other
watchdogs. Localized information can be gleaned using a
variety of collection tools, such as SNMP statistics, Cisco
NetFlow, and IDS tools such as Snort. A watchdog has two
principal functions:
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• It locally detects the onset of an attack, possibly using an 
existing intrusion-detection system, but possibly using 
other, blind techniques.

• Using a variety of techniques based on coordination with 
other watchdogs or consulting a topology database or 
both, increases its confidence in the local detection of 
the attack, and takes evasive action.

Figure 2(a) shows the onset of an attack and Figure 2(b)
its suppression by Cossack watchdogs. In the described sce-
nario, attackers have, over the course of several weeks,
acquired access to several hundred or more zombies and
have launched an attack by instigating several controllers
across the network to instruct the zombies to simulta-
neously launch an attack at a specified target.

When this happens, zombies start simultaneously send-
ing traffic to the target site. The watchdog near the victim
notices a preponderance of attack traffic destined towards

the target. This is a signal that an attack is in progress. The
following sequence of events follow:

• The watchdog instructs the IDS to compile source 
address information and attack signature data (rates, type 
of attack, etc.)

• The watchdog multicasts an attack notification to other 
watchdogs in the network indicating the attacking source 
networks. It also advertises an attack specific multicast 
group that will be used for subsequent coordination. We 
assume that communications between watchdogs can be 
maintained during an attack. This may be facilitated by 
providing an out-of band channel. The communication 
requirements of the watchdogs are quite small, so a sim-
ple dial-up line is adequate. Even in a converged data-
voice network, the resource needs should be able to be 
accommodated under the resource control mechanisms 
that protect voice communications from other aggressive 
network protocols that share the link.

• Watchdogs representing the implicated source networks 
join the coordination multicast group.

• After receiving attack information hints, each source net-
work watchdog performs in depth analysis of particular 
outgoing flows to determine if zombies exist within its 
infrastructure.

• Source networks that identify zombies deploy counter-
measures to prevent a continuance of the attack. Local 
responses will be dictated by a combination of local 
response policy and the policy information received 
from the victim side watchdog.

Future work in Cossack will fold in blind detection tech-
niques and vulnerability information gleaned from auto-
mated scanning and mapping tools. Armed with these more
sophisticated methods, watchdogs will be able to identify
and respond to attacks in a more distributed fashion:

• When the watchdog detects this attack, it first checks if 
the target is vulnerable to this type of attack (possibly 
based on an annotated topology database which contains 
system fingerprints of vulnerable sites in the Internet). 
Most of the discussion in this paper has focussed on 
DDoS flooding attacks, which has comparable effects on 
most hosts. An example of a vulnerable host, listed in an 
annotated topology database, may be a host that is sus-
ceptible to a particular DDoS attack that results in a 
localized resource exhaustion on that host.

• If the target is deemed potentially vulnerable, then the 
watchdog contacts other nearby watchdogs to determine 
if they have seen this attack at approximately the same 
time.

Figure 2. Cossack architecture
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• Consensus algorithms can increase this watchdogs confi-
dence in its detection.

The watchdog may then take evasive action by filtering
traffic to the target, thereby eliminating the attack before it
has done much damage. 

4.1 Source Spoofing

Blocking packets with spoofed source addresses elimi-
nates an important obstacle to solving the DDoS problem,
namely locating the network where the offending flows
originate. As described earlier, there exist adequate techni-
cal remedies to the source spoofing problem and we believe
that customer demand will eventually force ISPs to adopt
them. However, in the interim Cossack provides the follow-
ing mechanism to deal with spoofed attacks.

Our solution to the source spoofing problem is analo-
gous to solving the meeting problem in multicast routing.
Recall that in the absence of source spoofing, the watchdog
at the target network invites watchdogs at networks sourc-
ing attacks to join the multicast group. This obviously can-
not happen when source spoofing is present. Our solution is
for Cossack watchdogs at source networks to monitor out-
going traffic searching for packets with spoofed source
addresses. Once such packets are found, source watchdogs
periodically probe for the existence a YOID multicast group
for the destination address in the spoofed packets. If found,
watchdogs join the group and Cossack operates as before.
Recall that Cossack proposes the use of algorithmic map-
ping to create YOID group identifiers, based on the destina-
tion IP address.

These solutions do not address the issue of host address
spoofing within the address space of a given edge network.
In our DDoS approach, we are interested in determining the
responsible networks that source a particular attack and are
less concerned with identifying individual attacking hosts.
Coordination with the source network will help in identify-
ing and neutralizing offending hosts.

5. Watchdog Architecture

The watchdog is the main analysis, decision, and coordi-
nation element in the Cossack architecture. It accepts input
from one or more data sensors, analyzes the data, shares
information with other watchdogs and makes decisions on
how to respond to attacks. The components of the watchdog
are shown in Figure 3.

The core of the watchdog is implemented in the Java pro-
gramming language, which allows for portability to many
operating systems. We have experienced no performance
problems with the watchdogs, as they deal mostly with

high-level events rather than per-packet events, which are
handled by the sensors.

In the current implementation watchdogs accept input
from one or more Snort plugins (described next). Upon star-
tup, each plugin creates a TCP connection with its associ-
ated watchdog and begins sending flow statistics. The
watchdog may control the flow of this information by sup-
plying filtering rules to the Snort plugin.

The watchdogs currently have an interface to control
Cisco routers and Linux software routers. Through this
interface, the watchdogs may set filtering or blocking rules
in response to attacks.

5.1 Snort Plugin

As mentioned earlier, Cossack watchdogs rely on exist-
ing IDS to detect attacks. We have selected Snort [13] for
our experiments. Snort has a number of desirable character-
istics. It is open source, it has an established user commu-
nity, and it is actively supported. In addition, there has been
significant effort to optimize Snort to support traffic capture
and analysis at fairly high data rates.

The internal architecture of Snort is very modular and
easily accommodates the Cossack extensions. Packets cap-
tured by Snort are directed through a series of processing
steps, one of which is filtering against a rule database con-
taining known attack patterns that are matched against the
header and payload information. Currently, the rule base is
static during a Snort execution. Cossack uses the rule data-
base in two ways. First, as a fast prefilter to pass only pack-
ets belonging to flows of interest to Cossack. Here we use
Snort to break up packets into different protocol groupings
to keep statistics on each individual grouping. This infor-
mation helps the watchdog diagnose an attack, but also
allows the watchdog to define a more specific filter to

Figure 3. Watchdog architecture
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install in a router to stop the attack. The second use of the
Snort database is to define specific patterns that identify
individual, possibly malformed packets that attempt to
exploit known flaws in software implementations. These
packets are directly reported to the watchdog without being
aggregated.

The current implementation of the Snort plugin is shown
in Figure 4. During normal operation, the plugin keeps
packet rate statistics for different flows grouped by address
prefix. The plugin constructs an address prefix tree data
structure, which allows for quick aggregation of flow infor-
mation. To keep the tree from growing unbounded, the plu-
gin performs periodic garbage collection after state expires
or the tree attempts to grow beyond a certain size. The plu-
gin supports hundreds of simultaneous packet flows by
dynamically building an aggregation tree based on flow
information.

In addition to the destination network prefix tree, the
plugin is capable of maintaining a source prefix tree. The
source tree is constructed on demand, when instructions are
received from the watchdog. The watchdog issues such
commands if, after monitoring packet rate reports from
Snort, it determines that a host may be under attack. The
watchdog then asks the plugin to construct the source prefix
tree for that destination. The tree is finally reported back to
the watchdog, which then contacts the watchdogs monitor-
ing the source network(s).

5.2 Securing the Watchdogs

The network of watchdogs must be protected from attack
itself. There are a number of steps that can be taken to min-
imize the vulnerabilities of the watchdogs. First, the IDSs

and corresponding watchdog software should be deployed
on a separate host that will be configured with most network
services disabled. This will minimize the possibility of
external attack of the host by known implementation
exploits of common services. Second, the communications
between watchdogs should be protected. Ideally, in the
large Internet setting, watchdogs should digitally sign their
messages sent to other watchdogs in a manner that allows
other watchdogs to validate the authenticity of the sending
watchdog. Current public CA infrastructures that are
deployed in the Internet should suffice for this purpose.
Watchdogs for a given edge network, would use that net-
work’s registered key pair for signing outgoing messages to
other watchdogs. Watchdogs that receive messages from
other watchdogs would check that the signature matches the
registered public key. In our current prototype of Cossack
we use a shared secret HMAC as a placeholder for the more
general public/private key pair solution.

Another issue that must be addressed is how to protect
the communications of the watchdogs when the links in and
out of an edge network are completely saturated during a
DDoS attack. We believe this is where a multicast based
communications strategy can really make a difference.
Rather than contacting all of the edge networks individu-
ally, information is multicasted out to all necessary recipi-
ents. The bandwidth required for this operation is minimal
and a network could use a low bandwidth connection such
as a dialup PSTN link for such a purpose. Alternatively,
edge networks could prearrange to provide command and
control services for other networks either in a paid or recip-
rocal fashion. Attack information would be relayed over a
low bandwidth connection to another edge network that was
not under attack. That network would then be responsible
for coordination with the necessary source networks to help
them pinpoint and stop the attack.

6. Understanding Attacks: Detection and 
Classification

In order to develop better detection mechanisms in Cos-
sack, we need to learn more about attack characteristics. To
this end, we are working on developing methods for rapid
detection and classification of attacks by investigating the
existence of invariants during the first few seconds of an
attack. Currently, our efforts are focused on the ramp-up
behavior and the spectral content of an attack stream.

Determining quickly whether an attack is centralized or
distributed is important for planning the defense strategy for
such attack. If an attack is centralized, then a single, well-
placed filter should suffice to neutralize the attack. If the
attack is distributed, then more effort is needed to determine
the egress points of the attack and define the proper filters.

Figure 4. The Cossack Snort plugin
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In order to analyze and understand attacks better, we
have deployed a packet trace machine, which continuously
captures packet traces. We then, sift through the traces using
a combination of automated scripts and manual examina-
tion looking for attacks. We stress that at this point we are
simply interested in capturing attacks in order to analyze
and learn from them. We hope that the outcome of this effort
is the development of fast detection algorithms with low
false positive and negative rates.

6.1 Trace Infrastructure

We monitor peering links to Verio and Cogent at Los
Nettos, a regional area network in Los Angeles. Los Nettos
also has peering relationships with Genuity and the LA-
Metropolitan Area Exchange, as shown in theFigure 5. Los
Nettos has a diverse clientele including academic institu-
tions and corporations around the Los Angeles area. The
average day time load on the trace machine is 110Mbps and
about 38,000 packets per second (pps). The average packet
drop rate of our trace machine is typically below 0.04%.
During an attack, if packet rates exceed 100,000 pps the
drop rate increases slightly to 0.6%, but we observe 11%
packet loss at the switch used to mirror traffic to the trace
machine. We are not able to correct this problem, and these
drops could result in a reduction of the observed attack
intensity. 

Attack detection consists of continuously capturing
packet headers every two minutes using tcpdump and sub-
sequent off-line analysis to determine if an attack is in
progress. The detection script flags the 2-minute trace as
suspect if there is a large number of flows from different
sources towards the same destination within a period of one
second. Otherwise the trace is deleted to save space.
Flagged traces are examined manually to verify the pres-
ence of an attack. This simple approach is error-prone with
a high false positive rate of 25--35%. This technique is ade-
quate, however, for capturing some attack traces, which we
use to develop our detection mechanisms. 

6.2 Ramp-up Behavior

In a distributed denial of service attack, the master trig-
gers the attack by sending commands to multiple zombies,
which in turn generate the attack traffic. Commands can
either be sent apriori, instructing the zombies to start the
attack at a future time, or act as a trigger to start the attack
immediately, as described in Section 2.1. Regardless of the
mechanism used, when many zombies are involved there is
always some latency skew that manifests itself as a slope
during the attack ramp-up. The slope is due to the gradual
addition of new zombies to the attack tree, resulting in an

overall increase in the aggregate attack rate as observed
near the victim. The duration of the attack ramp-up is usu-
ally limited by the time difference between the start of the
first and the last zombie participating in an attack. 

We are investigating this phenomenon in the attacks we
captured in our traces. We observe various types of ramp up
behavior, ranging from 200 ms to 14 seconds. Figure 6

shows an attack, which exhibits a 14 second ramp up. An
attack such as this, is most likely a distributed attack, one
where perhaps the attack streams are initiated based on local
clocks. Alternatively, the slow ramp-up may be the result of
an attack tool attempting to fool an IDS that is looking for
sharp increase in traffic. Other attacks exhibit a much
quicker ramp-up, sometimes as low as 200 ms. We believe
that such attacks were generated by a single machine.

Looking at the attack ramp-up alone is not sufficient to
distinguish between centralized and distributed attacks. For
this reason, we are also analyzing the spectral signatures of
attack streams, which we describe next.

Figure 5. Packet tracing in the Los Nettos network

Figure 6. Attack ramp-up

VerioCogentGenuity

LA-MAE

Los Nettos Network

Trace Machine

Mirrored port

 0

 5000

 10000

 15000

 20000

 0  5  10  15  20  25  30

P
ac

ke
ts

 p
er

 s
ec

on
d

Time (seconds)

Attack Ramp up in the first 14 seconds

Packets per second

✧

✧

✧✧

✧

✧

✧✧
✧

✧
✧✧
✧

✧

✧

✧✧✧
✧

✧

✧
✧✧

✧

✧

✧
✧
✧
✧✧✧
✧
✧

✧

✧
✧

✧

✧

✧
✧✧
✧✧

✧✧✧

✧✧
✧✧
✧✧

✧

✧
✧

✧
✧✧
✧✧

✧
✧
✧

✧

✧✧✧
✧

✧
✧

✧✧✧✧
✧
✧
✧✧
✧

✧

✧

✧✧

✧

✧

✧✧

✧✧

✧✧
✧
✧
✧
✧

✧
✧✧
✧
✧

✧✧

✧

✧

✧

✧
✧✧✧
✧

✧✧

✧
✧

✧

✧

✧

✧

✧✧
✧
✧✧
✧
✧

✧
✧✧✧

✧
✧✧✧

✧

✧
✧

✧

✧

✧

✧

✧
✧✧

✧

✧

✧✧✧
✧

✧

✧✧✧
✧✧
✧✧✧✧✧

✧

✧
✧

✧

✧

✧

✧

✧

✧

✧✧✧✧✧
✧✧
✧

✧
✧✧

✧

✧

✧

✧

✧

✧

✧

✧

✧

✧

✧
✧✧✧
✧
✧✧✧
✧
✧✧
✧
✧

✧

✧
✧✧✧✧✧✧✧

✧

✧

✧

✧

✧✧
✧

✧
✧
✧
✧

✧

✧

✧

✧✧✧✧
✧✧✧

✧

✧

✧

✧
✧

✧
✧✧✧
✧
✧✧
✧

✧

✧
✧✧✧
✧✧

✧

✧✧
✧✧
✧

✧✧
✧✧

✧

✧
✧
✧

✧✧
✧

✧

✧✧
✧

✧

✧
✧

✧

✧✧✧
✧✧

✧

✧

✧✧
✧

✧

✧

✧

✧

✧✧✧

✧

Moving Window Average: 10 samples

✛✛
✛✛✛✛✛

✛✛✛✛✛
✛✛
✛✛✛
✛✛
✛✛✛✛✛✛

✛✛✛✛✛✛✛✛✛
✛✛✛✛

✛✛
✛✛
✛✛✛
✛✛✛
✛✛✛✛✛✛✛✛✛✛✛✛

✛✛
✛✛
✛✛
✛✛
✛✛✛✛✛✛✛✛✛✛✛✛✛

✛✛✛
✛✛✛✛

✛
✛✛✛
✛
✛✛✛
✛✛
✛✛
✛✛
✛✛✛✛

✛✛✛✛
✛✛✛✛

✛✛
✛✛
✛✛
✛✛
✛✛✛✛✛✛✛✛✛✛✛✛

✛✛✛✛
✛✛✛✛✛✛✛

✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛
✛✛✛✛✛✛✛✛✛

✛✛✛
✛✛✛✛✛✛✛

✛✛✛✛✛
✛✛✛✛✛✛✛

✛✛✛✛✛✛
✛✛✛✛✛✛✛✛✛✛✛

✛
✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛

✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛✛
✛✛✛✛✛✛✛✛✛✛✛✛✛✛

✛✛✛✛✛✛✛✛✛✛
✛✛
✛✛✛✛✛✛✛✛✛✛

✛



9

6.3 Spectral Analysis

We use the frequency information present in the attack
stream to gain insight into the spectral signature of an
attack. Specifically, we analyze the variability in the inter-
arrival rate of attack packets towards the target. Then, we
generate the frequency spectrum of the attacks and search
for distinct signatures between what we believe to be cen-
tralized and distributed attacks1. 

For each attack, we calculate the normalized spectral dis-
tribution [20, 23]. The spectrum  is obtained by the dis-
crete-time Fourier transform of the autocovariance
sequence  and is given by:

The autocovariance of an attack stream is a measure of
how similar the attack is to itself at various time lags .
When  we compare the attack signal to itself and the
autocovariance is maximum and equal to the variance of the
stream. When  we compare the attack stream with a
shifted version of itself. The autocovariance at lag  is cal-
culated using:

where  is the expected value of the attack stream .

The normalized spectral distribution  is calculated
by integrating the spectrum and normalizing it as given by
the following equations:

The normalized spectral distribution function gives the
distribution of the amplitude at different frequencies in the
spectrum allowing us to compare the frequency spectrum of
different attacks. The attack stream ,  seconds

is an aggregate of the attack packets observed in 1ms.
Hence the highest frequency observable in the spectrum is
1000Hz. The Fourier transform is symmetric at about
500Hz, hence we plot only the first half of the spectrum. 

In all centralized attacks, we observe the normalized
cumulative spectrum to be linear as shown inFigure 7. The
spectrum indicates that there are no dominating frequencies
and the amplitude is evenly distributed over all frequencies.
We found that 60% of the amplitude energy is located above
320Hz and lacks discontinuity. We believe that the even dis-
tribution of the amplitude across all frequencies is due to the
interaction of the attack tool with the resources on the host
machine. The attack tool generates packets constantly and
is limited only by the available computing power or connec-
tion bandwidth. The high frequencies are the result of rapid
packet generation while lower frequencies are due to shar-
ing of resources and scheduling at the host. 

Figure 8 is an example of the spectrum of a reflected2

attack. In reflected attacks, the lower frequencies dominate
the spectrum and account for most of the amplitude energy
in the normalized cumulative spectrum. In distributed
attacks, 60% of the energy and discontinuity in the spec-
trum are located below 200Hz. We believe the lower fre-
quencies are generated due to the zombie cycling through a
battery of reflectors in a round-robin fashion resulting in the
amplitude energy concentrated at the lower frequencies or
the use of rate limiting mechanism, such as suspending
packet generation for a few milliseconds, used by some
attack tools.

1. This classification is done manually for now, by looking at 
header information. We expect this to be done automatically once 
our algorithms are tuned correctly.
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Figure 7. Frequency spectrum of a centralized attack

2. This attack bounces spoofed packets off innocent machines to 
the target. One example is ICMP ECHO replies.
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7. Related Work

The D-Ward system [22] monitors outgoing traffic from
a given source network and attempts to identify outgoing
attack traffic by comparing the traffic patterns against mod-
els of reasonable congestion control behavior. For example,
TCP traffic is monitored and compared to an equational
approximation of the TCP congestion control model. TCP
streams that are observed violating the behavior of the
model are marked as an attack and are subsequently throt-
tled back by the edge network’s egress router. The amount
of throttling is proportional to the flow’s deviation from the
expected behavior. In a similar fashion, the same approach
can be applied to other transport protocols as long as some
measurement information is available to take the place of
the TCP ACK traffic that is observed at the source net-
work’s border router. The health of destination hosts can be
determined using ICMP echo/reply probes or other tech-
niques that generate the necessary 2-way traffic needed to
analyze the compliance of a given flow to reasonable con-
gestion control behavior.

Another coordination approach that has been explored is
traceback [19]. In SPIE [26], state is stored in the network
for a short period of time that enables edge networks to trace
back the origin of a given packet. A query mechanism traces
back into the network looking for evidence of a packet tra-
versing particular routers. A probabilistic match algorithm
explores a small number of possible paths until the correct
path is determined.

Recent efforts on neutralizing DDoS attacks have
focused on attribution via IP traceback [7, 9, 10, 16]. Trace-
back schemes can be divided in two categories: (a) proba-

bilistic packet marking (PPM), and (b) tunnelling
techniques. While PPM techniques work well for single-
source attacks, they are woefully inadequate for large DDoS
attacks. The main reason, as argued in [8], is that there
exists a trade-off between localization and marking proba-
bility, path length and traffic volume. A similar view is pre-
sented in [11]. Tunneling [17] techniques reduce the
number of hops for selected packet streams and thus make
traceback easier. Tunneling techniques require the ability to
dynamically set up tunnels between any access points and
thus require substantial support from the network. They
also suffer from the same limitations as PPM techniques.

Intrusion Detection Systems (IDS) and Anomaly Detec-
tion Systems (ADS) act as tripwires during an attack. Cur-
rent IDS [12,13,14,15] rely on fast pattern matching to
detect a signature of an attack. However, this implies that
the signature must be known a priori, meaning that IDSs are
powerless against new or even slightly mutated attacks.
ADS (see [18] and its references) monitor networks and
learn what constitutes “normal”  network traffic by develop-
ing models which are updated over time. These models are
applied against new traffic and if a mismatch occurs, the
new traffic is flagged as “suspicious” . While conceptually
attractive, ADS systems require substantial training, and an
intruder can still defeat them by introducing attack traffic
gradually. Moreover, modeling normal traffic has proven
very difficult in practice, as networks get large and the
application mix becomes complex.

8. Cossack Demonstration

We demonstrated a prototype of Cossack at the DARPA
Fault Tolerant Networks (FTN) PI meeting in July 2002. In
this demonstration, we showed how the coordination in the
Cossack architecture could be harnessed to identify and
respond to a low level pulsing attack being generated by
100 zombies. Each zombie had a sending rate of 100 pack-
ets per second. It transmitted for approximately 5 seconds
and then went silent for 25 seconds, maintaining a duty
cycle of about 17%.

Given the low rate of each zombie, it would be difficult.
even for a diligent operator to detect this pulsing behavior
for a single flow originating at a particular network. At the
target site, however, after all flows are aggregated, detec-
tion becomes relatively easy. Once the target watchdog
detects the aggregated attack it notifies the watchdogs at the
source networks, which take action.

We prototyped a pulse attack detector by analyzing the
average rate of a given flow over a series of time scales
ranging from 5 to 30 seconds. If the ratio of the largest to
smallest average exceeded a preset threshold, the detector

Figure 8. Frequency spectrum of a distributed 
attack
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classified the flow as a pulsing attack. This simple tech-
nique will eventually be replaced by a more robust FFT
analysis of the suspect flow.

The watchdogs looking at the outgoing traffic from the
attack machines do not initially see anything out of the ordi-
nary. However, the victim quickly sees the aggregation of
all attack traffic and identifies the attack.

To simplify the size of the testbed required for this dem-
onstration, we aggregated 98 of the attack zombies onto one
attacking host. This allowed us to emulate the attack of 100
zombies by using just three hosts. The test bed consisted of
7 PCs running GNU/Linux and 4 Cisco routers. The net-
work was setup in a tree topology with a victim PC at the
root, the Cisco routers in the center and 3 attack machines
at the leaves. Every machine was on its own separate subnet
and a watchdog PC was configured to monitor each subnet.

The demonstration scenario is shown in Figure 9. Two

attack machines were configured to send low rate pulsing
attacks toward the victim. Each of these machines repre-
sents a typical DDoS zombie and outputs a small percent-
age of the total attack traffic. The third attack machine was
used as a trigger mechanism for the victim watchdog. This
machine represented the 98 out of 100 other hosts that are
also sending low level attack traffic. Only the victim
machine and victim watchdog actually see the trigger attack
traffic. All the watchdogs are constantly analyzing the net-
work traffic going in and out of their subnets.

Once the attack traffic trigger starts, the victim watchdog
looks at the high rate of traffic going towards the victim and
asks Snort to build a source address tree of packets destined
for the victim. After receiving this tree from Snort the
watchdog multicasts to other watchdogs the list of networks
that may have machines participating in the attack and
invites those watchdogs to join a separate multicast group
designated for that attack.

The watchdogs residing at networks where low packet
rate attacks originated, join this group and exchange packet
rate information with each other and with the victim watch-
dog. Each watchdog with an attack network then analyzes
its outgoing traffic to find the offending machine and
installs a packet filter in its network’s router to block the
attack traffic from reaching the victim. With the filters in
place the victim watchdog does not see any attack traffic so
it closes down the multicast communication group.
Although the communication channel was closed, each of
the attack network watchdogs independently continue to
monitor its network traffic for attack traffic and once that
traffic was stopped the router-based packet filters are
removed.

9. Release

A public release of our software is available at http://
www.isi.edu/cossack/. Source is available for both the
watchdog and the Snort plugin module. The programmable
flow analysis module for Snort can be used independently
of the watchdog and may be of interest to researchers and
network operators for other purposes.

10. Future Work

The weakest part of the current Cossack prototype is the
source edge network attack detection methods. When a
source network receives information about a potential
attack, it needs to monitor all outgoing traffic towards that
host to determine if any attack flows are emanating from the
source network. Currently we have fairly crude methods to
analyze outgoing flows. We have a simple detector for puls-
ing attacks and full rate “blasting”  attacks.

We would like to incorporate source sensors that are not
signature specific. We are investigating techniques that per-
form a spectral analysis of the outgoing flow in hopes of
determining distinguishing characteristics.

We need to have better filtering methods at the victim
end to limit the number of source networks that must be
reached regarding an attack. For certain network servers,
the number of source networks that are requesting services
at any given time may be very large. For example, a web

Figure 9. Cossack demonstration
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server may be serving 10,000 edge networks while being
attacked by only 100 zombies. Once we identify the source
networks at the victim’s end, we would ideally like to filter
the list down to contain only those source networks that are
involved in the attack. In practice, it would be sufficient to
be able to filter out most of networks not involved in the
attack. Since the information sent towards a source network
is only a hint, we can accept some amount of false positives.

11. Conclusions

DDoS attacks remain an elusive threat to the Internet.
Attacks are increasing both in size and frequency of occur-
rence. We believe that without coordination, networks are
going to remain ineffective at combating sophisticated
DDoS attacks.

The Cossack architecture addresses the DDoS detection
and response problems using a highly distributed architec-
ture. This architecture combines multicast communications,
traditional IDS systems, network topology, vulnerability
information, and novel blind detection techniques into a
powerful combination that should prove to be effective
against a wide variety of DDoS attacks.

Our recent demonstration of Cossack, at the previous
DARPA FTN PI meeting, showed how the concepts embod-
ied in our approach, were able to detect and block a low rate
pulsing attack emanating from many zombies. This type of
attack generally eludes strictly localized detection methods.
We have a long way to go until we have a complete solution
to the DDoS problem, but we feel that the Cossack approach
is heading in the right direction. 
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