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Abstract

In this paper, we report on a series of experiments involv-
ing the speedups obtainable with time-parallel simulation of
wireless ad hoc networks.

A mobile ad hoc network scenario involving the AODV
and DSDV routing protocols was simulated. The results and
the performance of the serial NS-2 simulator was compared
to the time-parallel simulation method for wireless ad hoc
networks, previously introduced by the authors. The results
of the time-parallel simulation are approximations, and we
find that there is a tradeoff between the precision of the sim-
ulation and the achievable speedup. However, it is possible
to find compromises where a precision of the range of 95-
98%, sufficient for most applications, can be obtained up to
10 times faster than the time needed by a serial simulation.

1 Introduction
Simulation of wireless networks is important for proto-

col design and wireless system research. As the research
progresses from relatively simple systems composed of sev-
eral nodes connected to a wireless access point to large
systems which might be composed of thousands of nodes
(such as wireless sensor networks), the size of the simula-
tion problem becomes so large that it clearly exceeds the
capabilities of a single machine. Therefore, it is important
to look into parallel simulation approaches. Parallel discrete
event simulation (PDES) is proposed in recent years to re-
duce the overall execution time by parallel execution of the
simulation on multiple processors. The parallel simulation
approaches merge to two main categories: space-parallel
simulation (distributed simulation), and time-parallel simu-
lation. In the space-parallel simulation approach [7, 9], the
simulation model is decomposed into a number of compo-
nents on a spatial basis. Each component is modeled by a
logical processor. Logical processors establish a communi-
cation mechanism among each other to avoid or fix possible

causality errors. The Parallel/Distributed NS (PDNS) [16]
project uses a space-parallel simulation approach based on
the NS-2 network simulator [12]. However, the applicabil-
ity of PDNS is limited towired networks, and the traffic
simulated at different spatial partitions cannot affect each
other.

A parallel simulator, SWiMNet [3–5], is used for per-
sonal communication services (PCS) networks. It is based
on a combination of optimistic and conservative paradigms
and makes use of the event precomputation by the model
independence within the PCS model. Independencies be-
tween processes allow to achieve parallelism. SWiMNet is
used in simulation of PCS networks with fixed channel as-
signment by specifying fine grained mobility, variable call
process, and arbitrary coverage area.

In the time-parallel simulation approach [1,8,14,15], the
long period of simulation time is partitioned into smaller
adjacent simulation intervals, and each simulation interval
is assigned to a processor with aguessedinitial state. The
simulation terminates when the final state of each interval
matches the initial state of its successive interval. Thus,
state matching is one of the key problems of time-parallel
simulation.

The major difficulty in parallel simulation approaches is
solving the dependencies among the partitions. A careful
study of the temporal dependencies for wireless networks
with various traffic patterns shows that there are few strong
dependencies which span a large temporal interval. By ig-
noring the weak dependencies, we can achieve fast simula-
tion results which are a good approximation of the exact re-
sults. Furthermore, we can assemble a system where coarse
approximations are obtained very quickly, while the contin-
uation of the simulation process yields results with increas-
ingly higher precision. In the knowledge of the approximate
results, the researcher might decide whether the expensive
continuation of the simulations is justified or not.

In this paper, we investigate the relationship between the



speedup and the precision in a time-parallel simulation ap-
proach. In [2, 13], the authors have proposed a method of
time-parallel simulation of wireless ad hoc networks, which
uses an iterative approach to gradually increase the preci-
sion of the simulation. This inevitably represents a trade-
off between speedup and precision. The goal of the experi-
ments presented in this paper is to investigate whether there
is a “sweet spot” which offers sufficient precision for practi-
cal purposes, but also provides a significant speedup which
justifies the considerable expense involved in the use of a
cluster computer with a large number of nodes.

2 Simulation Study

2.1 Simulation scenario

To run our simulations in a realistic setting, we had
chosen a setting which is representative to the scenarios
used by researchers. The scenario involves a set of mobile
nodes moving in a rectangular simulation area, with a set of
pre-determined communication patterns. The transmission
range of the nodes is significantly smaller than the simula-
tion area. The node-to-node communication is facilitated
by a wireless ad hoc network routing protocol. One of the
challenges of the scenario is that the mobility of the nodes
changes the available routes. Frequently, the route needs to
be recalculated while a transmission is in progress. Various
routing protocols offer different solutions to this challenge.
Note that in our simulations, we are not interested in the
performance of the selected protocols, but in the speed and
accuracy with which we can measure this performance.

We had chosen to use two well known protocols which
are representative of the major classes of wireless ad hoc
routing protocols. Destination Sequenced Distance Vector
Routing (DSDV) [10] is a pre-emptive routing protocol in
which the nodes maintain routing tables and perform ac-
tions to keep them up-to-date. Ad-hoc On-Demand Dis-
tance Vector Routing (AODV) [11] is a reactive, on-demand
routing protocol where the routes are established only as
a result of explicit demand. We shall see that these two
classes of protocols exhibit different behavior in relation to
the time-parallel simulation.

We use the “random waypoint” model [6] to simulate the
node movement. Traffic patterns are generated byconstant
bit rate (CBR) sources sending 512-byte UDP packets at a
rate of 1 packet per second. The simulation area is500×500
and the default number of nodes is 80. All the nodes have
a transmission range of 100 meters. The simulation time
of 600 seconds is segmented into 20 time intervals of 30
seconds. We run several simulation experiments by vary-
ing the segment duration, number of CBR sources, and the
speed. Table 1 shows the default settings and the range of
the parameters for our experiments.

For each experiment, we randomize the source-
destination pairs of CBR sources, and execute 10 times to

Table 1. The default values and the range of
the parameters for the simulation scenario.

Field Value Range
simulation area 500× 500(m2)
number of nodes 80
transmission range 100 (m)
speed 1 (m/s) 1 - 21 (m/s)
pause time 15 (s)
simulation time 600 (s)
segment duration 30 (s) 10 - 60
number of CBR sources 20 4 - 40
CBR packet size 512 (bytes)
CBR sending rate 4 (kbps)

obtain the average, as well as, 95% confidence interval for
each quantity.

The simulation was run on the I2Cluster cluster computer
of the UCF Interdisciplinary Research Laboratory. This
computer is composed of 64 SunFire v20z computers, each
with two 64-bit Opteron processors. The cluster is intercon-
nected by four Cisco Catalyst Gigabit Ethernet switches. 3
TB of storage is attached to the front-end machines.

To keep the comparison fair, the sequential simulation
was run on one of the cluster nodes. For the time-parallel
simulation, the number of nodes used depended on the size
of segment duration, and varied between 10 and 60.

2.2 Relative error in function of iteration
number

To establish the accuracy of our time-parallel simulation
relative to an exact sequential simulation, we evaluate the
relative error for several performance indicators. LetM0

be the result produced by the exact sequential simulation
and M the one produced by our time-parallel algorithm;
therelative errorfor this metric isε = M−M0

M0
× 100%. We

investigate the relative error for the packet loss ratio and the
throughput of the given algorithm.

The experiment was repeated with different values for
the duration of the individual segment. This parameter de-
termines the number of parallel processes in the simulation;
for instance with a simulation time of 600 seconds and a
segment duration of 20 seconds, we can run the simulation
on 30 parallel threads.

This set of experiments (Figure 1) allows us to investi-
gate the effect of segment duration and determine the num-
ber of iterations required to obtain results with a given level
of accuracy; we choose as a threshold for the relative error
α = 5%. We experiment with segment durations of 10, 20,
30, 40, 50, and 60 seconds. As the simulation time is fixed
at 600 seconds, the number of segments are 60, 30, 20, 15,
12, and 10, respectively. We compare the simulation results
after each iteration with the simulation results obtained by
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Figure 1. Relative error for packet loss ratio and throughput as function of the segment duration in
a logarithmic scale; DSDV (left) and AODV (right). (a) and (b) show the relative error for the packet
loss ratio; (b) and (d) show the relative error for the throughput.

exact sequential simulation.
The curves labeledPROTOCOL.ITERATION.iin Fig-

ure 1 show the relative error after iterationi for the two
protocols. We note that the speedup for a single iteration is
equal with the number of time segments (provided that there
are a sufficient number of computational nodes); however,
smaller segments require a larger number of iterations to
achieve equivalent precision. Overall, however, the speedup
tends to increase with the decrease of segment size. Thus, a
proper segment duration need to be chosen according to the
simulation time and the number of available computational
nodes.

2.3 Speedup and maximum network size
In our second set of experiments, we studied the time

needed to simulate a specific scenario for various proto-
cols using the serial NS-2 simulator and our approach of
time-parallel simulation. For this experiment, we used the
scenario presented in Table 1 with 1400 nodes. The time-
parallel simulation was run until the precision reached 95%.
The results are shown in Figure 2 (left). We note that

the time-parallel simulation performs approximately 5 to 6
times faster than NS-2 in these scenarios. The simulation
times for DSDV were somewhat higher than the ones for
AODV, reflecting the additional overhead of that protocol
required to maintain the routing tables.

An alternative way to study the benefits of time-parallel
simulation is by investigating how many nodes can be sim-
ulated in a given amount of time. We fixed the maximum
simulation time to 10 minutes. The results are presented in
Figure 2 right. We observe that the number of nodes which
can be simulated in this timeframe by serial NS-2 is in the
range of 180-200 nodes, this increases to 1000-1200 nodes
if time-parallel simulation is used.

3 Conclusions

In this paper, we report on a series of experiments
concerning the precision-speedup tradeoffs of time-parallel
simulation of wireless ad hoc networks. We find that the
achievable parallelism is limited by the minimum segment
size; when the segment duration is too small the simulation



Figure 2. Simulation time for an identical scenario of 1400 nodes (left) and maximum number of
nodes which can be simulated in 10 minutes timeframe for (a) DSDV using serial NS-2, (b) DSDV us-
ing time-parallel simulation (c) AODV using serial NS-2 and (d) AODV using time-parallel simulation.

converges very slowly, the number of iterations effectively
negating the benefits of parallelism. We find that for typical
scenarios, a 20-30 process parallelism leads to the optimal
speedup. Comparing to serial simulation, we found that the
simulation time can be reduced 5-6 times, or, viewed dif-
ferently, the number of nodes which can be studied with
a moderate length, 10 minute simulation can be increased
from 180-200 to more than 1000 nodes.

The research reported in this paper was partially sup-
ported by National Science Foundation grants ACI0296035
and EIA0296179.
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