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Abstract—System dependability has become important for 

critical applications in recent years as technology is moving 
towards smaller dimensions. Achieving high system 
dependability can be supported by reliability estimations during 
the operational life. In addition, this requires a workflow for 
regularly monitoring reliability and taking necessary repair 
actions. This has been proposed as a possible solution where 
degradation in system-level performance parameters, being 
directly influenced by variations and degradation in device-level 
parameters, has been considered a potential possibility for 
estimating reliability during the operational life of a system. 
Furthermore, the degradation rate of these system-level 
performance parameters depends on the initial values dispersion 
as a result of fabrication-related process variations. This requires 
a database of initial and runtime system-level performance 
parameters at the very start and at every potentially anticipated 
critical time-point of the system. Therefore, initial system 
specifications at the design-time and runtime performance 
parameter measurements stored in the database are used to 
estimate reliability and taking necessary actions for enhancing 
system dependability via repair. Simulation results for an 
example target system in a LabVIEW environment fully support 
the proposed idea. 
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I. INTRODUCTION 
System dependability has become important for critical 

applications in recent years as technology is moving towards 
smaller dimensions. In general, dependability of a system is 
defined as its trustworthiness that in a given environment the 
system will operate as expected and will not fail during its 
normal operation [1]. More precisely, it is a collection of 
system attributes like availability, reliability, maintainability, 
safety, security and survivability [2].  

Among these attributes reliability can be considered as the 
most important attribute because reliability estimations at the 
design stage are essential to safely guardband the system 
performance for a certain life time. However, reliability 
estimations during the operational life of a system are crucial 
for a dependable system design. In this case, reliability can be 
better estimated in advance and proper actions can be 
anticipated in order to achieve a higher availability, proper 
maintainability and hence better dependability of the system. 
Therefore, it is important to know how reliability of a system is 

influenced by different physical mechanisms and how it can be 
monitored or estimated especially during its operational life for 
enhancing its dependability. 

Fabrication-related process variations, due to difficulties in 
precise fabrication of small featured sized transistors, and 
different physical mechanisms like negative-bias temperature 
instability (NBTI), hot carrier injection (HCI), time-dependent 
dielectric breakdown (TDDB), and electromigration (EM), are 
the major causes affecting the circuit reliability. These 
fabrication-related process variations [3, 4] and different 
degradation mechanisms [5, 6] have been discussed separately 
and together in literature [7, 8] to address their impact on the 
reliability of ICs. Among these mechanisms, NBTI is 
considered to be the major contributor in CMOS aging [9, 10]. 
On the other hand, NBTI itself depends on the initial threshold 
voltage (���(��)) [11]. 

Therefore, fabrication-related process variations will 
introduce variations in the initial threshold voltage and they 
will further affect the NBTI behavior or the reliability of every 
device and hence the whole system. This means the NBTI 
behavior or the reliability of each device and the whole system 
will be different and initial-value dependent. This highlights 
the importance of monitoring reliability during the operational 
life of a system despite the usual concept of reliability 
estimations at the design time.  

In this paper it is investigated how to estimate the reliability 
of systems during their operational life with the goal of 
enhancing system’s dependability. Therefore, this paper will 
provide answers to the following questions: 

1- How to estimate system reliability during its 
operational life (section II)? 

2- How will initial values due to fabrication-related 
process variations affect these reliability estimations 
(section II)? 

3- How will these estimations play an important role in 
improving the dependability (only reliability, 
maintainability, and availability are considered in this 
paper) of these systems (sections III and IV)? 

The outline of the paper is as follows. Conventional 
reliability estimation methods based on the design-stage 
simulations and the proposed method to estimate the reliability 
during the operational life is discussed in the next section. 
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(a)     (b)     (c) 

Figure 1: a) Typical transistor threshold voltage standard deviation (σVth) normalized to the threshold voltage (Vth) for several technologies (extracted from [18]) 
b) Trend of σVth in a typical transistor for different technologies as a result of different process-induced intrinsic variations like random dopant fluctuation (RDF), 
line-edge roughness (LER), and oxide thickness fluctuation (OTF ) (extracted from [19]) c) Mean (μ) and normalized standard deviation (σ/μ) of inverter delay 

under random process variations for different technologies (extracted from [19]). 

  
(a)    (b) 

Figure 2: a) Vth variation as a function of temperature for a typical transistor 
in fast (FF), typical (TT) and slow (SS) process technology corners (extracted 

from [20]) b) Reference voltage in different process corners using circuit proposed 
in [20]. 

 
    (a)           (b) 

Figure 3: a) Percentage of Vth shift in a typical PMOS transistor for three 
technology corners: low, nominal, and high Vth at 25°C and 100°C b) Percentage 
of delay degradation of a five-stage ring oscillator for three different Vth corners. 
Low Vth circuit shows more degradation compared to high Vth circuit (extracted 

from [11]) 
 

Furthermore, how variations and degradation at the device-
level parameters can affect system-level parameters and how 
they can affect reliability estimations during the operational life 
are also discussed in section II. The proposed workflow of 
reliability estimation during the operational life for achieving 
high system dependability and the corresponding simulation 
results are presented in sections III and IV respectively. 
Conclusions are given in section V.  

II. RELIABILITY ESTIMATIONS DURING OPERATIONAL LIFE 
For a long time, different analytical approaches have been 

thoroughly investigated in literature to examine the circuit-
level aging effects based on device-level (transistor) models [5, 
12, 13]. These analytical approaches also include some indirect 
ways to estimate circuit-level reliabilities at the design time. 
For example, the maximum digital circuit delay degradation in 
[14], the maximum frequency (��	
) degradation of ring 
oscillators in [15], and total quiescent supply current (���
) in 
[16] have been used to indicate the reliability hazards of digital 
circuits. Similarly, a reliability-analysis technique has been 
proposed in [17] by lifetime yield prediction of analog circuits. 

In order to estimate the system reliability during its 
operational life it is required to investigate runtime reliability 
estimation techniques. Figures 1(a), 1(b), and 1(c) show 
respectively variations in the threshold voltage being a device-
level parameter due to technology-node shrinkage [18], 
intrinsic process variations, and the corresponding variations in 
an inverter delay [19] being a system-level parameter. 

Similarly, variations in the threshold voltage due to different 
process corners, and the corresponding variations in the output 
voltage, a system-level performance parameter, of a reference 
voltage generator are shown in Figures 2(a) and 2(b) [20] 
respectively. 

Bias temperature instability (BTI) is another cause of 
introducing variations in the threshold voltage (���). It is noted 
that these BTI degradations further depend on the initial 
threshold voltage (���(��)) [11]. Figures 3(a) and 3(b) show 
respectively the variations in the NBTI induced threshold 
voltage of a PMOS transistor at three different technology 
corners and the corresponding variations in the delay, a system-
level parameter, of a five-stage ring oscillator as a function of 
stress time [11]. 

These facts show that the system-level parameters are 
indeed linked to the device-level parameters. Therefore, 
process variations as well as aging effects will have effect on 
the device-level parameters (e.g. ��� ), and similar variations 
could be expected in the system-level parameters (e.g. delay 
Fig. 1(c) and 3(b), reference voltage Fig. 2(b)) being connected 
to device-level parameters. Furthermore, reliability of a system 
can be defined quantitatively as the total time for which its 
performance parameters remain within the designed 
specifications. This provides a solid foundation that any 
anticipated change from the designed specifications of its 
system-level performance parameters will provide an estimate 
of its reliability. These changes could be a result of a mix of 
process variations and/or aging effects. Therefore, monitoring 
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variations in system-level performance parameters at the very 
start and during the operational life will provide the basis for 
an estimate of the process variations and the aging effects 
respectively and hence a technique to estimate the reliability of 
the system. 

The selection of system-level performance parameters will 
be application dependent and can be divided into different 
categories based on their sensitivity to aging effects and 
process variations. The most sensitive system-level 
performance parameter(s) acquired via aging simulations at the 
design time can be selected as the best indicator(s) for 
reliability estimations. Furthermore, these reliability 
estimations can be used for the system dependability 
enhancements via repair as discussed in the next section. Let a 
system-level performance parameter ‘�’ be the most sensitive 
to aging effects and process variations. And let ����  and ��	
  
represent the designed functional specification boundaries for 
performance parameter � (�. �.  ���� ≤ � ≤ ��	
). Then at 
any point in time ‘�’ the time it will take to move ‘�’ beyond 
specifications or the time before failure (���), defined as the 
functional failure, can be regarded as a quantitative mean of 
estimating the reliability at that particular time. The larger the 
remaining time before it fails, the higher will its reliability be 
and vice versa. Therefore, the ��� has been used as a 
reliability estimator in this research. Suppose at time ‘�’, the 
performance parameter ‘�’ has been degraded from �(��) to �(�). Assuming a linear degradation, the time it will take to 
move ‘�’ beyond its specifications is called its reliability �(�) = ���(�) at time ‘�’. It will be given by: 

 

���(�) = �(�) = � ��	
 − �(�)
�(�) − �(��)� ∗ �                                         (1) 

 

in case ‘�’ has increased during the time interval ‘� − ��’, and 
will be given by: 

 

���(�) = �(�) = � �(�) − �����(�) − �(��)� ∗ �                                         (2) 
 

in case ‘�’ has decreased during the time interval ‘� − ��’ 
respectively. 

Furthermore, from Figures 1(a), 1(b), 2(a), and 3(a) it can 
be concluded that the initial value and time dependent behavior 
of ��� is [9]: 

 ���(�) = ���(��) + ���                                                                          (3) 
and   � = �(���, ���, ���(��), �, �, �, �!�, "��, �#�, ��, ��, $$)    (4) 
 

Here, ���(��) is the initial threshold voltage (for an unstressed 
device), ‘�’ is the time and ‘%’ is a degradation parameter 
(about 0.18 for NBTI [9]). ‘�’ is a function of geometrical (e.g. 
length � and width �), environmental (e.g. temperature �), 
and process-related (e.g. random dopant fluctuation �!�) 
transistor parameters. 

These facts show that the system-level parameters (e.g. 
delay in Fig. 1(c) and 3(b), reference voltage in Fig. 2(b)) are 
not only connected to device-level parameters (e.g. ��� ) but 
also their degradation rate is dependent on the initial threshold 
voltage (���(��)) values (Fig. 3b). It means that the system-
level parameters of the similar systems will degrade 
differently. They show different degradation rates and 

behaviors as they have different ���(��) values at the very start 
as a result of fabrication-related process variations. Therefore 
in general, the reliability �(�) of the system defined in (1) and 
(2) will become: 

 

���&�, ���(�)' = �&�, ���(�)' = � ��	
 − �&�, ���(�)'
�&�, ���(�)' − �&��, ���(��)'� ∗ �           (5) 

 

in case ‘�’ has increased during the time interval ‘� − ��’, and 
will be given by: 

 

���&�, ���(�)' = �&�, ���(�)' = � �&�, ���(�)' − ����
�&�, ���(�)' − �&��, ���(��)'� ∗ �            (6) 

 

in case ‘�’ has decreased during the time interval ‘� − ��’ 
respectively. The above equations assume that there is a linear 
degradation during time interval ‘� − ��’. In case there are non-
linear degradations, one can divide the time into ‘n’ time 
points (��, �*, �-, …… ��/*, ��). During each time interval 
(�* − ��, �- − �*, … … , �� − ��/*) the degradation remains 
nearly linear. Therefore, (5) and (6) can be rewritten as: 
 

���&��, ���(��)' = �&��, ���(��)' = � ��	
 − �&��, ���(��)'
�&��, ���(��)' − �&��/*, ���(��/*)'� ∗ ��   (7) 

 

in case ‘�’ has increased during the time interval ‘�� − ��/*’, 
and will be given by: 
 

���&��, ���(��)' = �&��, ���(��)' = � �&��, ���(��)' − ����
�&��, ���(��)' − �&��/*, ���(��/*)'� ∗ ��   (8) 

 

in case ‘�’ has decreased during the time interval ‘�� − ��/*’ . 

III. PROPOSED DEPENDABILITY WORKFLOW 
The above discussion provides the important information 

that for estimating the correct reliability of a system based on 
the degradation of its system-level parameters it will be 
necessary to regularly monitor and store design as well as 
initial values of specifications in a database. The initial values 
at the start will provide information about the process 
variations whereas the gradual degradation with time will 
provide information about the aging effects. Keeping this in 
mind, the suggested workflow shown in Fig. 4 for estimating 
the reliability during operational life and enhancing system 
dependability consists of a database of design-stage 
specifications (e.g. ����, ��	
 , 0, ������ and 9���) for a 
particular application and a system memory for runtime logged 
values. The database will also be further stored in the system 
memory. Further included are the performance monitoring 
circuit(s) for the potential critical performance parameter(s) 
(e.g. ‘�’). The database of system specifications (parameters) 
along with measurements of system-level parameters during its 
operational life will be further used to estimate the reliability �(�) = ���(�) using (7) and (8). 

At the very start of the system, the system will be first put 
into a test mode to acquire its initial values of performance 
parameter(s) (e.g. �&��, ���(��)'), as a result of process 
variations, using performance monitoring circuit(s). The next 
time point ‘�*’will be estimated based on the distance it has 
from the specification boundaries (i.e. ���� and ��	
) and 
stored values (i.e. 0 and 9���). This can be expressed as: 
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Figure 4: Workflow of the proposed approach for estimating the reliability 

of a system and taking proper actions for enhancing dependability 
 

�* = � ��	
 − ����
0 ∗ �&��, ���(��)'� ∗ 9���                                             (9) 

 
Where ‘0’ is a constant determined from the design-stage 
reliability simulations for performance parameter ‘�’ and can 
be selected in such a way that the degradation in ‘�’ remains 
nearly linear during each time interval ‘�� − ��/*’. At point in 
time ‘�*’ the system will be put again in test mode to acquire 
new values of the performance parameter, as a result of the 
aging effects, and after that the normal operation will be 
resumed. These values are then stored in the database along 
with a time stamp. Reliability (���&�*, ���(�*)' = �&�*, ���(�*)') 
will be estimated using (7) and (8) at this calculated point in 
time ‘�*’ by having newly acquired values (�&�*, ���(�*)') of 
the performance parameter ‘�’ and already saved values 
(�&��, ���(��)') in the database. In the case ������ represents 
the minimum value to be monitored for taking repair actions, a 
decision about digital tuning or replacement can be taken if the 
estimated reliability (���&�*, ���(�*)' = �&�*, ���(�*)') is less 
than or equal to ������ (i.e. ���&�*, ���(�*)' ≤ ������). The 
next point in time for the next acquisition will be calculated 
based on this new reliability information. That is: 
 

�- = � ��	
 − ����
0 ∗ �&�*, ���(�*)'� ∗ ���&�*, ���(�*)'                           (10) 

 

At this new point in time the reliability (���&�-, ���(�-)' =
�&�-, ���(�-)') and the next point in time ‘�<’ will be calculated. 
In this way, this process will continue during its operational 
life. 

Estimating reliability is an important part of this approach. 
Having this value, proper precautionary actions, like estimating 
possible actions to prevent failure or minimizing dangers to 
environment can be taken. Under critical situations, e.g. if the 
estimated ��� is less than or equal to ���>�% (i.e. 
���&��, ���(��)' ≤ ������), digital tuning or replacement 
actions of its subsystems could be taken to remain within 
specification limits of the performance parameters (e.g. ����, ��	
). In practice, the actual replacement of one sub-block 
with another redundant sub-block can be achieved by using 
electronic switches. Anticipating digital tuning and 
replacement actions in advance based on the regular reliability 
estimations will reduce the repair time or time-to-repair (���). 

 
Figure 5:  An exemplary system consisting of digitally tunable redundant sub-

blocks for running simulations on the proposed workflow in Fig 4. 

TABLE 1: Necessary details of SB1(A,B,C) used in the LabVIEW simulations. 

Mean value of the designed parameter ‘P’ 100 a.u. 
Allowed boundaries of the parameter ‘P’ [90 110] a.u. 
Number of redundant blocks available 3 
Digital tuning options for the parameter ‘P’ 8    (3 digital bits) 
Digitally tuning range for each digital option 2% of initial value of P 
Maximum MTBF for each SB1(A,B,C) 3000 hr (for example) 
Constant ‘C’ value 667 
 

In other words the maintainability of the system can be 
increased. This means the system will know in advance at what 
point in time it has to take digital repair actions. Theoretically, 
by anticipating repair actions in advance, the repair time can be 
reduced to near zero. Furthermore, availability of the system at 
any time �� will be given by: 
 

�(��, ���(��)) = ?@A&�B,CDE(�B)'
?@A&�B,CDE(�B)'F ??G(�B)               (11) 

 

The above equation shows that by reducing ��� near to zero 
the availability �(��, ���(��)) of the system can be increased to 
100% [21]. Therefore, by estimating the reliability of the 
system during its operational life to remain within its 
specification boundaries will ultimately increase its reliability, 
maintainability, availability and hence the dependability of the 
whole system.  

IV. SIMULATIONS AND RESULTS 
In order to investigate the proposed idea, a target system 

consisting of redundant sub-blocks (e.g. SB1A, SB1B, and SB1C 
for SB1) each having eight possible digitally tunable options 
have been considered as shown in Fig. 5. The performance 
monitoring circuit(s) can monitor the most sensitive 
performance parameter(s) for estimating reliability of each 
individual sub-block or of the whole system as shown by 
vertical dotted lines (green dotted lines in Fig. 5). This further 
communicates with the decision making, tuning and 
replacement circuitry for taking necessary digital tuning or 
replacement actions and with the database for storing 
performance parameter values. Fig. 6 shows the simulation 
results of a redundant sub-block (SB1(A,B,C)) where a single 
performance parameter ‘�’ has been considered most sensitive 
to aging mechanisms and process variations with different 
degradation behaviors. Table 1 shows the necessary details of 
this sub-block (SB1). 

In order to simulate a variety of different aging degradation 
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Figure 6: Simulation results of a system consisting of three redundant sub-blocks (SB1(A, B, C)). Each sub-block SB1(A, B, C) has eight digital tunable options for 
performance parameter ‘P’. Four different aging degradation possibilities for parameter ‘P’ has been considered and simulated for same the system with same 

initial/start values of ‘P’. A failure is defined in the case the parameter ‘�’ goes beyond its defined boundaries (green horizontal lines for ���� and ��	
 ). 

TABLE 2: Numerical results of simulations conducted in Fig. 6. The start value of ‘P’ for every digital tuning option (i.e. 001-111) lies within 2% of its initial 
value (P(000)). Similarly, the initial value of ‘P(000)’ for each redundant sub-block (SB1(A, B, C)) lies within the designed specification bounds (i.e. [90 110]). All of 
these values are randomly selected to show the possible initial value variations due to fabrication-related process variations. Decision times are measured from the 
beginning of the simulation. 

 
 

behaviors (linear and non-linear) for performance parameter 
‘�’, which may or may not be a function of initial values due to 
fabrication-related process variations, four different 
degradation behaviors have been considered. The Logarithmic 
Degradation represents a degradation rate which has a purely 
constant logarithmic behavior independent of initial value of 
‘�’. The Proportional Logarithmic Degradation represents a 
degradation rate which has a logarithmic behavior which 
depends on the initial value of ‘�’. Initial value of ‘�’ close to 
‘����’ will result in a slow logarithmic degradation rate and 
vice versa. Similarly, the Random Logarithmic Degradation 
represents the degradation rate which has a random (slow or 
fast) logarithmic behavior and is independent of the initial 
value of ‘�’. Furthermore, the Constant Linear Degradation 
represents the degradation rate which has a constant linear 
behavior independent of initial value of ‘�’. 

The outer horizontal lines (green) in Fig. 6 show the 
allowed boundaries of parameter ‘�’ (i.e. ����  and ��	
) 
whereas the inner horizontal lines (yellow) show the range of 
possible initial values of digital tuning options (i.e. 2% of 
initial value of P). The vertical lines (red) show the time points 
where the digital tuning options have been used for tuning 
parameter ‘�’ back to its allowed boundaries. Similarly, the 
dotted vertical lines (green) show the time points where SB1A 
has been replaced with a redundant sub-block (i.e. by SB1B or 
SB1C). The initial/start value of each redundant sub-block and 
each digitally tuned value of sub-block has been randomly 
selected from the allowed parameter ‘�’ range (green or outer 
horizontal lines for ��	
 and ����) and possible digitally 
tunable range of each selected sub-block (yellow or inner 
horizontal lines for start values within 2% of initial value of 
‘�’) respectively. Randomly selected values are used to show 
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the possible initial value variations due to fabrication-related 
process variations. 

Fig. 6 and Table 2 provides an important information that 
by considering different degradation behaviors (linear and non-
linear) of the performance parameter ‘�’, with the same initial 
value (i.e. the starting value of ‘�’ is same for each degradation 
behavior as shown in Table 2), the total life time of each 
system is different. The system with constant linear 
degradation behavior for ‘�’ has the maximum lifetime (i.e. 
43076 hours) whereas the system with the random degradation 
behavior for ‘�’ has the minimum lifetime (i.e. 5736 hours).  

It is also obvious from Table 2 that different initial values 
of parameter ‘�’, with different degradation behaviors, will 
give completely different behaviors of the same system. It 
becomes quite complicated to decide at which time one has to 
start digital tuning or replacing the sub-block for enhancing its 
reliability or availability. For example the sub-block SB1A, 
with a constant logarithmic degradation behavior for 
parameter ‘�’, that was expected to be digitally tuned after 
every 231 hours (blue box in Table 2) is no longer valid for 
other digital tunings. It is further digitally tuned after 240, 206, 
223, 242, 232, 226, and 222 hours respectively. Similarly, the 
first complete replacement of sub-block (i.e SB1A with SB1B) 
has been done after 1829 hours (green box in Table 2) while 
the second complete replacement of sub-block (i.e SB1B with 
SB1C) has been done after 7571 (9400-1829=7571) hours. This 
is quite large value as compared to the first replacement time. 
Especially, it becomes extremely complex to decide about the 
right time of repair or replacement based on the initial 
reliability calculations at the design time if the performance 
parameter ‘�’ has a random degradation rate. Some of these 
exceptions are also highlighted by dotted boxes (red) in Table 
2. This necessitates the use of the proposed workflow of Fig. 4 
for regularly estimating reliability during operational life and 
enhancing system dependability by taking proper actions at the 
proper time.  

This is what has been done in the current simulation shown 
in Fig. 6. The simulation starts with the redundant sub-block 
SB1A.The performance monitoring circuit regularly monitors 
the performance parameter ‘�’ during the regular test mode 
operation and communicates with the database for storing 
performance parameter ‘�’ values. These values are then used 
to estimate its reliability using (7) and (8). This is further used 
for taking necessary digital tuning or replacement actions by 
the decision making, tuning and replacement circuitry at the 
right time (i.e. if �(�) = ���(�) ≤ ������) before the 
performance parameter ‘�’ moves beyond its defined 
specifications (i.e. beyond ���� and ��	
). Initially, a sub-
block (e.g. SB1A) will be digitally tuned via digital knobs to 
remain within defined specification boundaries (i.e. ���� and ��	
) and in case the digital tuning options are no more 
available for this sub-block (SB1A), it will be replaced with a 
redundant sub-block (e.g. SB1A with SB1B). 

It is also clear from these simulations that by incorporating 
the proposed strategy the system can be better managed in real 
time. That is at what time the decision making, tuning and 
replacement circuitry has to digitally tune or replace the sub-

blocks for increasing its reliability and availability respectively. 
Therefore, by having proper maintainability with reduced 
repair time and increased reliability and availability the 
dependability of the system will increase. 

In practice, the resolution or monitoring accuracy of the 
performance monitoring circuits and the corresponding digital 
tuning accuracy will play an important role in the overall 
effectiveness of the presented technique. Furthermore, the 
performance monitoring circuits, the switches, and the 
redundant sub-blocks will impose serious area overheads on 
one side while on the other side they are essential for better 
dependable design. Similarly, the reliability of the digital 
circuit, for decision making and digital repair, may introduce 
some delay or cause slower processing during repair. However, 
the overall impact can be ignored by taking repair actions well 
in advance before the system goes beyond its design 
specifications.  

V. CONCLUSIONS 
In this paper, we investigated how regularly estimating 

reliability during operational life of a system can be used to 
enhance system dependability. Variations and degradations in 
the system-level parameters having a direct influence from the 
device-level parameters have been used to estimate the 
reliability during the operational life of a system. These 
degradations further depend on the initial values of parameters 
due to fabrication-related process variations and the 
architecture of the system. This makes the reliability estimation 
a complicated process during operational life. By using the 
conventional techniques of estimating the reliability of a 
system at the design stage, one cannot handle these real-time 
variations that are a function of initial values. Therefore, a 
workflow based upon regular monitoring and storage of the 
system-level parameters is proposed for estimating reliability 
of these systems during operational life. These reliability 
estimations are further used for intelligently making decisions 
on digital tuning and replacement mechanism. An example 
target system has been simulated in a LabVIEW environment. 
These simulations validate the proposed idea that by regularly 
monitoring the most sensitive performance parameter(s) with 
any degradation behavior (linear or non-linear) to aging effects 
and intelligently taking the right decisions at the right time the 
system dependability during its operational life can be better 
managed and enhanced. The price paid is in terms of higher 
area overheads. However, it is essential for a better dependable 
design. 
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