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Abstract—With the ever increasing industrial demand for
bigger, faster and more efficient systems, a growing number
of cores is integrated on a single chip. Additionally, their
performance is further maximized by simultaneously executing
as many processes as possible without regarding their criticality.
Even safety critical domains like railway and avionics apply these
paradigms under strict certification regulations.

As the number of cores is continuously expanding, the im-
portance of cost-effectiveness grows. One way to increase the
cost-efficiency of such System on Chip (SoC) is to enhance the
way the SoC handles its power resources. By increasing the
power efficiency, the reliability of the SoC is raised because
the lifetime of the battery lengthens. Secondly, by having less
energy consumed, the emitted heat is reduced in the SoC which
translates into fewer cooling devices. Though energy efficiency
has been thoroughly researched, there is no application of those
power saving methods in safety critical domains yet.

The EU project SAFEPOWER1 targets this research gap and
aims to introduce certifiable methods to improve the power
efficiency of mixed-criticality real-time systems (MCRTES).

This article will introduce the requirements that a power
efficient SoC has to meet and the challenges such a SoC has
to overcome.

I. INTRODUCTION

Mixed-criticality real-time systems support functions with
different criticality on one shared system. Their importance is
based on the relentless demand for increased dependability,
security, more intelligence, connectivity, better performance,
energy efficiency and cost-size-volume reduction in industrial
systems [1] [2]. The most important advantages provided by
mixed criticality are:

• Power, cost, size, and weight reduction: The physical
integration of components with different criticality on a
single shared platform significantly reduces the overall
number of ECUs, connectors and cables [2].

• Reliability increase: Connector failures are a source of
failures in many MCRTES. The reduction of the overall

1This project and the research leading to these results has received funding
from the European Communitys H2020 program [H2020-ICT-2015] under
grant agreement 687902

number of ECUs, connectors and cables can improve the
reliability of the overall system.

• Scalability and competitiveness: The possibility to con-
tinuously include new value-added functionalities without
jeopardizing dependability and reducing the impact on the
overall cost-size-power consumption must be ensured [2].

Several platforms for MCRTES have been introduced in
previous works at chip level, in distributed systems and at op-
erating system level [3]. However, some important challenges
remain, one of them is the power consumption management
and optimization in dependable MCRTES. The available en-
ergy has to be shared by all running applications, regardless
if they are critical or not. The maximum power consumption
of a SoC is effectively limited by its waste heat discharge
capabilities and expected lifetime. The absence of power
management and optimization can lead to a reduction in the
availability of the system and expected lifetime.

Even in scenarios where the critical systems are not powered
by batteries, power is a resource (together with time and space)
that has to be considered for several reasons:

• Reliability: Low power consumption is an important fac-
tor to increase the operational reliability and availability
in many industrial systems. If power consumption and
heat are reduced, the impact on reliability is doubled.
First, the negative influence on the aging of hardware
elements is lowered, and second, it may avoid the use
of cooling systems and mobile parts (e.g., ventilators) in
the hardware design. Cooling systems contribute signif-
icantly to the probabilities of failure or add additional
maintenance intervals.

• Availability: A low power consumption allows extending
the operation of a system in special situations such as
blackouts and energy disruptions.

• Ecology: Power consumption reduction is also a de-
sired feature towards near-zero emission in systems with
tens/hundreds of ECUs.

While mixed-criticality is the focus over several research
projects (e.g., DREAMS, PROXIMA, CONTREX, Multi-



PARTES, EMC2) [4] and publications, power and energy
constraints in mixed-criticality systems have gained some
attention [5] [6]. Nevertheless, they are still an unsolved
research problem.

The power management is required at different levels: at
the chip-level hardware (e.g., processor cores, network-on-a-
chip), in the system software (e.g., hypervisors) and at the level
of distributed systems (e.g., nodes, networks). In particular, a
low-power architecture is needed to enable the development of
low-power MCRTES combined with already available energy
saving approaches such as Dynamic Voltage and Frequency
Scaling (DVFS), clock/core gating or power mode switching.

This article analyses the state-of-the-art and requirements
of such architecture. We focus on different integration levels:
the chip-level hardware (e.g., processor cores, network-on-a-
chip), the system software (e.g., hypervisors) and the level of
distributed systems (e.g., nodes, networks). In addition, the
article introduces an architectural concept for power-efficient
MCRTES.

This article is structured into five segments. Section II gives
a coarse overview of the key elements of energy minimization
techniques and mixed criticality. Section III focuses on the
general requirements an architecture has to meet to fulfill
low power features. Section IV introduces the challenges
in power-efficient system software for MCRTES, discusses
power-efficient hardware for MCRTES and the impact of low-
power capabilities on dependability. In section V we describe
the SAFEPOWER project and its used methodology. Finally,
we summarize this work in the Conclusion section.

II. BACKGROUND

In this section we will take a look at the most relevant
concepts from literature concerning energy minimization tech-
niques, mixed-critical and dependable systems.

A. Energy minimization techniques

1) Sources of Power consumption: Sources of power con-
sumption are either of static or dynamic nature. The static
power contribution is completely application and data inde-
pendent. It mainly depends on parameters that are fixed at
MPSoC design time (chip area, used technology and process
variation/corner) and dynamic properties that can be externally
controlled (supply voltage, ambient temperature). Static (or
leakage) power are majorly influenced by the leakage current
which flows even when the device is inactive and is repre-
sented by the following [7]:

Pleak = IleakV, (1)

where Ileak is the leakage current and V is the operating
voltage.

The dynamic power contribution (i.e. switching activity) is
completely application and data dependent [8] and is affected
by many factors. E.g., the software functionality, mapping
of software tasks to processors, software scheduling, com-
munication between tasks and the resulting communication
and computation resource utilization. These factors impact the

charging and discharging the switch capacitance of the load
represented as follows [7]:

Pdyn = αCV 2F (2)

where α is switching activity, F the operating frequency, C is
the load capacitance and V is the operating voltage.

2) Overview of power management techniques: Especially
for battery-operated embedded devices, energy saving is of
vital impact. In addition, applying power management tech-
niques reduces heat dissipation which in turn increases the
long-term availability and reduces cooling equipment costs.
Furthermore, with the help of the low-power techniques, re-
source usages can be also optimized (for e.g. by shutting down
resource when not used) leading to an overall cost reduction.
Additionally, it has been reported in [9] that information and
communication technology contributes with 3% to the overall
carbon footprint, so power management could contribute to
making computing green. The state-of-the-art encompasses
a broad spectrum of low power techniques which we will
briefly review in the following (for a detailed survey c.f. [7]).
The supply voltage is an important factor for both dynamic
(decreases quadratically by voltage decrease) and static power
(decreases linearly). Due to that, several techniques exist
which manipulate the supply voltage and threshold voltage
and state encoding dynamically or statically to reduce the
voltage swing of switching transistors and the total number
of switching transistors in the design. For e.g. different supply
voltages (Multi Voltage) can be used for different components
in combination with level shifters. DVFS [10] is another
technique where a power manager controls different power
modes, consisting of a pre-defined set of supply voltage and
clock frequency tuples. The idea here is to find the ideal
combination of the clock frequency and supply voltage for
achieving lower power consumption while still fulfilling real-
time requirements. In some new technologies, DVFS can be
combined with Adaptive Body Biasing (ABB), to control the
leakage power more effectively.

Instead of scaling down the supply voltage, it can be
switched off completely (power gating) if the switched-off
parts are not used over a longer period of time. Points of
consideration are the high energy costs and delays for shut
down and start up, the need for isolation cells and state re-
tention registers. Alternatively, clock gating disables the clock
for complete system blocks or selectively suspends clocking.
It requires less effort than power gating, but only controls the
dynamic power consumption, while power gating also attacks
the static leakage power, that may have a considerable impact
on the overall power consumption.

Using Dynamic Power Management (DPM) (also called
Power Mode Management: PMM) [11] based on low power
modes (e.g., idle, sleep, stand-by) supported by the underlying
hardware can bring much in terms of energy saving. In every
mode, different energy budgets and response times are needed.
The intelligent management of transitions between different
modes is done at the runtime based on the current system
state. Other low-power techniques include microarchitectural



techniques for specific components of the MPSoC. One pro-
posal here is to use small architectures (e.g. with scratch-
pad memory instead of caches) with less static power. Other
techniques utilize run-time parameters (e.g. workload) to apply
dynamic reconfiguration of specific components for saving
energy. Examples are (c.f. [7]): selectively clock gated caches,
effective cache reconfiguration, memory compression or usage
of appropriate cores (GPUs, FPGA, ASICs, DSPs, etc.). The
scheduling of software tasks and the design of the software
tasks themselves should also consider above techniques. For
example, components should as long as possible remain in the
switched off state or in low voltage modes.

B. Mixed Criticality

Mixed-criticality is the concept of allowing applications at
different levels of criticality to seamlessly interact and coexist
on the same computing platform. Figure 1 highlights the chal-
lenge of integrating two applications of different criticalities
on the same multicore platform. Safety critical tasks (F1,
F2, F3) have hard deadlines (e.g. d2−>3 in Fig. 1). For
the safety-critical tasks a static schedule is predefined before-
hand based on a Best-Case Execution Time (BCET)/ Worst-
Case Execution Time (WCET) analysis and freedom from
interferences is guaranteed. Typically, these kinds of tasks
have no power and temperature constraints. Mission critical
tasks, on the other hand, possess soft deadlines (e.g. d4−>5 in
Fig. 1) based on Quality of Service (QoS) metrics. Such tasks
have dynamic schedules with no guaranteed freedom from
interference. Typically, mission-critical applications have hard
power and temperature constraints. Systems applying Mixed-
criticality concept must meet strict requirements up to the
highest criticality levels (e.g., DAL A in RTCA DO-178B
[12], ASILD in ISO26262, SIL4 in EN ISO/IEC 61508 [13]).
Integration of such a system is only possible with the use of
mechanism for temporal and spatial partitioning [14], which
ensure fault containment and diminish unintended side effects
between components.

One example of this methods are partitions, they encap-
sulate resources temporally (e.g., latency, jitter, duration of
availability during a scheduled access) and spatially (e.g.,
prevent components from altering code or private data in other
partitions). Therefore, partitioning is a necessity for modular
certification, where each application subsystem is certified to
the corresponding level of criticality [15]. Partitioned software
architectures were developed as a concept to address security
and safety issues [16]. In [17] a separation kernel was pro-
posed which enforces a stronger isolation between processes
or groups of processes in which every group of isolated
processes was interpreted as a partition. Partitioning kernels
can be realized as an extension of operating systems (OS) to
enforce the process isolation or specific virtualization layers,
therefore, providing processor virtualization to partitions [17].
This additional virtualization layer is called hypervisor (see
for e.g. Fig. 2). It is referred to as virtualization because
it is a virtual machine or partition that acts like a real
computer with the OS, but executes the software applications

Safety critical Mission critical 

Fig. 1. Integration of mixed critical applications on single chip [18]

separately from the underlying hardware resources. Therefore,
it manages the hardware access and creates timing and spatial
partitioning between the applications running on the same
core. This virtualization can be used to provide full or partial
virtualization and it can be used directly on top of the hardware
(bare metal hypervisor) or on top of an OS [16]. Multi-
core chips are especially difficult to implement as mixed-
criticality systems because various cores can easily cause
interference for each other due to the shared use of resources
like caches, bus arbitration policies and input/output. To avoid
these interferences, the resource allocation must be predefined
at design time in form of schedules. Also many safety-critical
applications are hard real-time control applications, where
the achievement of control stability and safety depends on
the completion of activities (like reading of sensor values,
performing computations, communication activities, actuator
control) in bounded time. In such hard real-time systems,
missed deadlines represent system failures with the potential
of consequences as serious as in the case of providing incorrect
results. Thus, hard real-time systems must ensure a guaranteed
response even in the case of peak load and fault scenarios.
A timing and resource analysis must assess the worst-case
behaviour of the system in terms of communication delays,
computational delays, jitter, end-to-end delays, and temporal
interference between different activities. These requirements
are ensured by a schedule which plans the execution of the
application w.r.t. its deadlines.

III. REQUIREMENTS OF AN ARCHITECTURE FOR
A LOW POWER MIXED-CRITICALITY SYSTEM

This section discusses fundamental requirements of a low-
power architecture for mixed-criticality systems.

A. Energy and Power Efficiency

In the context of mixed-critical systems, these techniques
cannot be used at their full potential because they have a signif-
icant influence on the timing. For example, voltage/frequency
scaling leads to different execution times and switching off
components leads to different response times since they have
to be switched on first. All these leads to a more complex tim-
ing behaviour and potentially an unpredictable impact of less



TABLE I
OVERVIEW OF LOW-POWER TECHNIQUES

Low-Power Technique Targeted Power Source Disadvantage(s)

Voltage Scaling Dynamic and Static
• Limited to manufacturing retention volt-

age,
• Increasing application execution time.

DVFS Dynamic and Static
• Limited to retention voltage/frequency
• Finding lowest possible operating fre-

quency and supply voltage is not easy
• Increasing application execution time

Clock gating Dynamic
• Ignores static leakage power

Power gating Static
• High energy costs and delay for shut

down and start up phases

Microarchitectural Optimizations Static
• Ignores dynamic leakage power,
• High costs

critical application components on critical ones. Furthermore,
the benefits of power savings cannot be fully explored because,
in general, they are not fully predictable or observable. Hence,
todays safety critical systems cannot take advantage of these
savings.

When considering low-power features in safety critical
systems, several concerns may arise e.g., ensure that low-
power techniques do not jeopardize the safe operation of
the system. When it comes to mixed-criticality, independence
is a crucial factor to allow mixed-criticality systems to be
certified separately and thus considerably reduce certification
costs, improve scalability and flexibility of the system. Much
research effort has been devoted to achieve such a spatial
and temporal independence, however, power consumption is
also a crucial factor. As reported in [19], “increased power
consumption of one application may reduce the available
energy for other applications or the reliability and lifetime
of the complete chip”. Therefore, the power consumption of
one application can induce a negative impact on other ap-
plications of different safety criticality, violating the required
independence on which mixed-criticality systems are based.
In this vein, in [5] authors claim that energy is as important
as time in mixed-criticality systems and they demonstrate how
an incorrect handling of energy can violate mixed-criticality
guarantees. With the purpose of overtaking this issue, in [19]
a monitoring and control mechanism to isolate the power
consumption of mixed-criticality applications on a many-core
platform has been proposed. In [6] a fully predictable and
composable many-core platform successfully employs DVFS
to save power during slack periods under a global Time-
Division-Multiple-Access (TDMA) scheduling.

B. Predictability and Real-Time Response Requirements

Predictability is an important issue in real-time systems
because real-time systems must guarantee response in specific
time constraint. Achievement of control stability in real-time
applications depends on the completion of activities (like
reading of sensor values, performing computations, communi-
cation activities, actuator control) in bounded time. Hard real-
time systems ensure guaranteed response even in the case of
peak load and fault scenarios. Guaranteed response involves
assurance of temporal correctness of the design without refer-
ence to probabilistic arguments. Guaranteed response requires
extensive analysis during the design phase such as an off-
line timing and resource analysis [20]. An off-line timing
and resource analysis assesses the worst-case behaviour of
the system in terms of communication delays, computational
delays, jitter, end-to-end delays, and temporal interference
between different activities.

In hard real-time systems, missed deadlines represent sys-
tem failures with the potential of consequences as serious as in
the case of providing incorrect results. For example, in drive-
by-wire applications, the dynamics for steered wheels in closed
control loops enforce computer delays of less than 2ms [21].
Taking the vehicle dynamics into account, a transient outage-
time of the steering system must not exceed 50ms [21].

Delay jitter, which is defined as the difference between the
maximum and minimum observed delays, would introduce
additional uncertainty and could degrade the quality of control
[22]. It can be regarded as the uncertainty about the observed
timing of a real-time entity and can be stated as an additional
error parameter in the value domain. State estimation tech-
niques allow us to compensate a known delay between the
time of observation and the time of use of a real-time image in
case of low jitter or a global time-base with a good precision.



C. Fault isolation

A fundamental issue in mixed criticality systems is fault
isolation. In mixed criticality systems, where low and high
criticality processes share the same device and memory space,
faults need to be detected and isolated in order to avoid their
propagation. Severity of a fault can be categorized according
to the priority of the embedding process. Emergence of a fault
in a low priority process should not impact the performance
of a high criticality process. Faults need to be contained
in order to prevent correlated failures of safety-critical and
non-safety-critical processes. Therefore, a scheme for strict
temporal and spatial partitioning is essential for the generic
architecture. Additionally, other mechanisms based on fault
tolerance mechanisms, such as masking faults, may be utilized
to prevent any damage to the running tasks. Redundancy can
be used to improve the reliability of systems in cases where
the failures of replicas are not correlated.

D. Safety certification

Safety-critical applications have made very limited use of
energy and power management features. Non-safety related
embedded applications (e.g., consumer electronics) can shut-
or slow-down hardware features only affecting the user ex-
perience, but safety-critical applications must also carefully
consider the impact of those actions on the overall system
safety. In the latter, those low-power features must comply
with safety standard requirements (e.g., IEC 61508) in both:

1) the product life-cycle or functional safety management
(to avoid systematic design faults),

2) techniques and measures to control failures during op-
eration (to control physical random faults).

Additionally, a mixed-criticality approach can also bene-
fit from modular certification. This feature is considered
in several domain safety standards with different name: in
IEC 61508 each module is named compliant item, in ISO
26262 it is called safety element out of context (SEooC) and
in EN51019 generic product. The modular approach reduces
the impact of changes to a subset of the safety case, enabling
re-usability of its parts [23]. Low power services must comply
with the safety argumentation behind such an approach.

Certifiability measures are identified by authorities depend-
ing on the deployment domain. In the following, we give
a clear identification of the certification objectives for the
avionics domain enlightening the challenges faced within such
a certification process. All newly developed aircraft systems
must obtain a type certificate from the responsible aviation
regulatory authority (e.g. EASA or FAA) before they enter
into operation. This certificate, which always is on aircraft
level, testifies that the type of aircraft including all used tech-
nology meets the safety requirements. One important overall
certification requirement defined in EASA reference (see [24])
for equipment, systems and installations, is the development
under the guidance of current aircraft and system development
assurance process (ARP) [25]. ARP 4754 identifies relation-
ship to often-referred guidelines RTCA/DO 297 for integrated

Modular Avionics (IMA) development [26], RTCA/DO 178C
for Software development [27], and RTCA/DO 254 for Air-
borne Electronic Hardware (AEH) development [28]. Safety
Critical means that the system is hosting software that supports
aircraft functionality assigned to Development Assurance Level
(DAL) A, B or C during the Safety Assessment Process [29].
Mixed-criticality is the situation when the same equipment or
system is hosting software from different aircraft functions,
and they have been assigned to different DAL (A/B/C). In
Avionics (the blending of the words aviation and electronics)
there is a shift from federated avionics, where each aircraft
function is implemented on its own processor to integrated
modular avionics (IMA) where several aircraft functions share
the same processor. Key characteristics for IMA platform is
to provide robust partitioning of shared resources to guarantee
that under no circumstances lower criticality software can
affect higher criticality software in an adverse manner [26].
In parallel, avionics has followed Moore law and therefore,
evolved considerably during last decades especially in the field
of highly integrated SoC and multicore processors. Conse-
quently, authority continuously updates means of compliance
and corresponding guideline material. First, CAST-32 position
paper [30] and recently MCP CRI Issue 3.0 [31] by EASA
fully harmonized with the FAA equivalent issue paper. Due
to their potential processing performance capabilities, SoC
platforms and multicore processors (MCP) are expected to
be used in future IMA platforms, however there is currently
a considerable uncertainty about determinism compared to
the traditional single-core processors and power handling
for MCP referred to as Dark Silicon [32]. Consequently, a
major concern of applications running on different cores with
simultaneous access shared resources for power efficiency may
leads to interference which violates the robust partitioning
which is a key characteristic of IMA.

To summarize ARP 4754 defines the overall rules and
guidelines that MCRTES has to be meet at system and
equipment level. Power efficiency techniques, algorithms and
related hardware support in the SoC platform (with shared
resources) can be identified in [31] and the corresponding
objectives must be addressed.

IV. STATE OF THE ART LOW-POWER
TECHNOLOGIES

Low power design in multiprocessor system on chip can
be achieved at different design levels such as the system
software, application, system architecture including processing
elements, memory and interconnection architectures, circuit
implementation and design, operating voltage and frequency
levels, standard-cell and family logic design level, and the
process technology level. In the following we will take a look
at the state of the art (SoA) research concerning these issues
identifying the shortcomings and the challenges to overcome
these. A summary of the main challenges, identified in this
section, is depicted in Tab. II.



TABLE II
SUMMARY OF THE SHORTCOMINGS IDENTIFIED IN THE SOA RESEARCH

Shortcomings Benefits when addressed Challenges ID

System Software Power management techniques
in combination with hypervi-
sors and the resulting restric-
tions/impact not yet addressed

Optimizing the usage of low-
power techniques for MCRETS
(partitioned systems managed
with hypervisor)

Impact of transition time between dif-
ferent power consumption modes in
terms of time and energy should be
assessed.

SS1

Applying global energy man-
agement in a (at design) stati-
cally scheduled MCRETS sys-
tem is difficult

Taking use of the local (tile) and
SoC global status for optimiz-
ing the power consumption on
the global (SoC) level.

Global scheduler decisions must be
known and analysed beforehand.

SS2

Chip-Level Hardware System-level design methodol-
ogy for MCRTES with NoC
based communication have not
been yet addressed

Supporting an automatic
MPSoC generation with
application-tailored parameters
towards low-power predictable
NoCs

Developing generic approach for opti-
mizing MPSoC generation for classes of
applications is difficult.

HW1

Current on-chip power monitors
are of low resolution

Enabling analysis of short
phases of SW applications • Benefits of power savings cannot

be fully explored because, in gen-
eral, they are not fully predictable
or observable.

• Complex designs and high costs

HW2

Dependability No complete safety process
in the overall design flows
of related projects consider-
ing MCRETS complemented
with Techniques considering
extra-functional properties (e.g.
power and temperature)

Earlier and more efficient cer-
tifiability analysis with signif-
icantly lower risks of mixed-
critical systems

• Ensure that low-power techniques
do not jeopardize the safe opera-
tion of the system.

• Dynamic reconfiguration is not
recommended

• Faults need to be detected and
isolated in order to avoid their
Propagation.

• Redundancy has to be used to
improve the reliability of systems

D1

Few approaches exist to assess
the interoperability of secure
measures and power consump-
tion in MCRETS

More secure systems with lower
power consumption

More secure versions of the same
cryptographic algorithm are also more
power hungry

D2

A. Power-efficient System Software for Mixed criticality Sys-
tems

1) State of the Art:
a) Execution Environment: Execution environments run-

ning applications with different criticality levels shall im-
plement power management strategies encompassing energy
and time budgets in the entire system. These execution
environments are the underlying software that manage and
control the hardware devices and offers services for application
programs. These environments can be hypervisors, operating
system or simple runtime systems. Several research issues on
power restrictions at operating system level can be found in
the literature. In recent years, several techniques have been
proposed to address this issue [7]. However, although in the
literature there is not any reference to hypervisors due to its
recent appearance, some of the traditional real-time techniques
used by the operating systems can be moved from the OS
layer to the hypervisor layer in a partitioned system. This

presents some new opportunities for new techniques based
on the collaboration of both layers (hypervisor and partition
OS). The proposed power-aware techniques can impact at
different levels such as I/O, memory, processor management
and network.

From the operating system point of view, the memory
management can impact in two main issues: allocation of
applications and management of memory types to reduce the
energy consumption. In [33], it is focused on the amount of
memory and the need of saving memory by compressing pages
of memory. It requires from the OS the virtual memory man-
agement unit (MMU) to store and load compressed pages. In
[34], hardware mechanisms for compression of data between
cache and RAM are proposed. These approaches are intended
to be performed via hardware and only in specific points of
the execution. Dynamic memory allocation or dynamic storage
allocation (DSA) has been a relevant part of the OSs for
allocating memory to applications. The allocator algorithm is



crucial for memory allocation and two main problems arise:
temporal cost of the allocation and space usage. [35] presents
a survey of these techniques. The TLSF allocator, which
performs the allocation and deallocation in constant time and
achieve bounded fragmentation in the system, is proposed in
[36].

The processor management at OS level can have an impact
on the energy consumption via scaling CPU voltage and
frequency, and setting the processor in a low power state or
switching-off during the time intervals of no activity. DVFS,
clock and power gating techniques can be used for this purpose
and can be extended on the management of devices. In the
recent years, many techniques, which decide an on-line or off-
line schedule to guarantee the task deadlines while minimizing
the CPU energy consumption, have proliferated in journals and
conference papers ( [7], [11], [37]). Considering the transition
time between different power consumption modes is critical.
For e.g. switching from the active mode to the sleep mode and
then back to the active mode has a penalty in time and energy
overhead, therefore, it requires to check the impact from a
point of view of scheduling and energy consumption.

b) Power-efficient Scheduling: Several scheduling tech-
niques have been proposed to save energy while guaranteeing
task deadlines. Some of these techniques compute the slack
available and adjust the frequency or/and voltage to reduce
the slack. In general, high priority tasks are executed at higher
frequencies to generate more slack and adjust lower priorities
task to reduce the frequency. The unused processing time in
a system is called slack and can be categorized in two types:
dynamic and static. The latter exists due to spare capacity
since the system is loaded less than what can be guaranteed
by the schedulability tests. Differences between the worst-case
assumptions and the actual behaviour result in dynamic slack
[38]. Lin et al. [39] presented four principles for effective slack
management and developed four slack scheduling algorithms
for Earliest Deadline First (EDF)-based systems that support
mixed criticality. The principles are:

1) to allocate slack as early as possible with the priority of
the donating task,

2) to allocate slack to the task with the highest (earliest
original) priority,

3) to allow tasks to borrow against future resource reserva-
tion (with priority of the job from which the resources
are borrowed) to complete their current job,

4) to retroactively allocate slack to tasks that have borrowed
from their current budget to complete a previous job.

Using these principles can reduce the average deadline miss
ratio by up to 100%. The authors of [38] improved these
algorithms to reduce power consumption in combination with
DVFS such that the system can consume available slack in idle
mode. Another techniques use non-linear optimization [40]
to find the optimal frequency for every task. This technique,
however, has large complexity and hence is only suitable for
the off-line use. In [41] the authors describe three types of
scheduling techniques. The first type controls DVFS and DPM
to dynamically throttle voltage and frequency of the CPU or

temporarily suspend its operation. The second one performs
thermal management. It primarily relies on the placement of
threads in cores to avoid thermal hotspots and temperature
gradients. At last, asymmetric systems are depicted. These
systems are built with low-power and high-power cores on
the same chip executing the same binary. The goal is to assign
threads to cores according to their requirements on resources.
All the algorithms discussed need dynamical monitoring prop-
erties of the workload to make decisions that consider the
characteristics of the interplay between hardware and work-
load, and controlling the configuration and allocation of CPU
cores to make for a best trade-off between performance and
power consumption.

c) Global Energy Management: Different approaches
were studied taking use of the local (tile) power management
techniques for optimizing the power consumption on the
global (SoC) level. [42] focuses on optimizing each tile for
itself to lower the systems overall energy consumption. Their
approach is to optimize the scheduling procedure by using
an on-line scheduler which at run-time applies heuristics to
use less pessimistic WCETs. This approach is not applica-
ble to safety-critical applications because on-line scheduling
cannot guarantee that real-time constraints are always met.
[43] proposed an inter-tile slack propagation to optimize the
effect that slack has on the system. This way, the slack can
be used by all cores to perform DVFS to execute their tasks
at a lower frequency. This approach is yet missing temporal
predictability and a certifiable technique to be applicable
to safety critical applications. A different approach is the
super scheduler proposed by [44], [45] which injects new
high criticality messages into the system to deal with critical
events while maintaining the deadlines. The critical events get
downgraded and interrupted by the new events. This super
scheduler allows the system to react dynamically to environ-
mental changes, by monitoring a pre-scheduled execution by
an on-line scheduler. The super scheduler disturbs the current
high critical applications and can lead to a failure of the system
stability with a rate of 0.3.

2) Shortcomings: Traditionally in real-time and embedded
systems the timeliness has been the dominant criterion and
energy has played only a subordinate role, i.e., the main
goal has only been to guarantee timely completion of tasks.
However, in mixed-criticality systems some tasks are more
important than others and it is allowed to guarantee their
completion even at the expense of others. In these systems,
the role of the energy budget could surpass or have the
same relevance as the temporal dimension. In fact, in some
scenarios the only way to avoid violations of the mixed-
criticality guarantees is to consider energy and time with the
same importance [5].

In this sense, the partitioned systems based on hypervisors
present additional opportunities and limitations to the use of
power-aware scheduling techniques. In partitioned systems,
the hypervisor is in charge of the memory and processor
management. IO management is delegated to the OS allocated
in the partition. From this perspective, the hypervisor is in



charge of the efficient memory management and scheduling of
the partitions. The scheduling of internal tasks to a partition
is the responsibility of the partition OS. Additionally, all
the resources at hypervisor level are statically allocated. It
means that the decision about the operating frequency of the
processor for executing a partition should be taken off-line.

The limitations imposed by the coexistence of the hy-
pervisor and OS to manage the execution of the tasks in
a partition are impacted by the hierarchical scheduling at
hypervisor level (static and based on cyclic scheduling) and
OS (based on static or dynamic priorities) [46]. However, this
approach presents some new opportunities for new techniques
based on the collaboration of both layers (hypervisor and
partition OS). Consumption models at hypervisor, partition and
tasks level could be considered to optimize the global energy
consumption. From this point of view, the hypervisor can fix
the operating frequency or frequencies available to be used for
partition execution, the hypervisor can take decisions to save
energy when the partition has finished its activity or no parti-
tion is ready to be executed. The OS can request for changed
frequencies during the task execution. New hypervisor services
for power management to assist the partition execution will be
required. As far as we know, no other related work examined
the involvement of hypervisors and above approaches in the
context of MCRTES.

Applying global energy management in a (at design) stat-
ically scheduled system is difficult as the schedule does not
allow the system to vary greatly at runtime. As far as we know,
the current approaches try to avoid this limitation by either
injecting additional unplanned messages or using an on-line
scheduler. These approaches are not feasible in safety critical
systems where all system states must be known beforehand.
Accordingly, the main challenge in this area is to introduce a
pretend dynamic behaviour, where the system is able to reach
a number of different predefined schedules according to its
state at runtime.

B. Power-efficient Hardware for Mixed criticality Systems

Several techniques have been developed over the last two
decades leveraging established principles of reducing the volt-
age swing and switching of transistors per unit of time and
overall used transistors [47].

1) State of the Art:
a) Low-Power Embedded Processors: To increase per-

formance and provide scalability, nowadays multicore systems
are widely used. Multicore systems are more complex than
single cores, e.g. high level caches must be coherent, so
some of the low-power approaches only consider single-core
systems. In future work, these techniques must be applied
to multicore systems. There has been much of work ap-
plying different technologies to standard processors families,
commonly used in the industry, to improve their low-power
features. Some of these low-power processors to mention:
ARM Cortex-A (Application), Cortex-R (Real-time) Cortex-
M [48], TI MSP430 [49], Renesas RL78 [50], Atom D525
[51] and Quark SoC X1000 series [52]. All above embedded

processors are designed for low power. Some using RISC
architectures with fewer transistors (e.g. ARM), others offering
different power modes and power services. For instance,
one interesting low-power feature of the ARM family is
the big.LITTLE technology. The big.LITTLE processing is a
power-optimization technology where high-performance ARM
CPU cores are combined with the low-power and more effi-
cient ARM CPU cores to deliver peak-performance capacity,
sustained performance, and parallel processing performance at
lower average power.

b) Cache and Scratchpad memories: Scratchpad mem-
ory has been used as a partial or entire replacement for cache
memory due to its better energy efficiency and predictability.
Scratch-Pad Memory (SPM) is intended to avoid the main
drawbacks of caches. They consist of small, fast memory areas
(SRAM...), very much like caches, but are directly and ex-
plicitly managed at the software level, either by the developer
or by the compiler. Hence, no dedicated circuit is required
for SPM management. This would mean that there is even
a deterministic behaviour which is not provided by typical
cache implementations. Deterministic behaviour is a major
benefit for safety related applications. In [53], a comparison of
several SPM with their advantages is presented. One of these
advantages is the important reduction of the energy (up to 40%
less energy than caches). In [54], a survey of techniques for
SPM management is detailed.

c) Power-efficient On-Chip Communication: Energy-
efficiency for interconnection networks can be achieved at
design time by the appropriate choice of interconnection
architecture. Several interconnection architectures exist in-
cluding: point-to-point, bus and Network-on-chip (NoC). The
optimum energy-efficient architecture may vary depending on
the number of communicating processing elements, bandwidth
throughput and latency requirements, the pattern of commu-
nication and the target hardware platform. Lee et al. quantita-
tively evaluated energy, and latency and bandwidth trade-offs
for the interconnection architectures using MPEG2 encoder as
a case study on FPGA device target [55]. According to this
work, power and energy consumption was minimum for the
case of NoC when the degree of communication parallelism
is eight. Similar results and the promising scalability of NoCs
[56] motivated research on low power interconnect design
based on NoCs as described in the work of Silvano et al.
in [57]. Nonetheless, there are further opportunities to reduce
the power consumed by NoC (which can be up to 39% of
overall power consumption [58]) to yield considerable system
wide energy savings. Consequently, specific low-power design
techniques have been exploited. These low power techniques
can be categorized in application mapping, topology selection
(architecture), network interface, routing algorithm and router
design (transport layer), flow control (data link layer) and links
design (physical layer).

At the physical layer, Lee et al. showed that the employment
of low-swing signaling links, mux-tree based round-robin
scheduler within the router, crossbar partial activation and low-
energy coding for serial links can achieve significant energy



saving for instance up to 38% in their work [59]. At the
device level, promising results for further energy savings can
be achieved for the choice of proper electron device such as
the VeSFET for 3-D NoC based multicore architecture [60].

At the network layer, several design decisions with regards
to the routing algorithm and router design can be made
[61], [62]. For example, Hesham et al. suggested that packet
switching is more energy-efficient for streaming applications
compared to circuit-switching routing scheme whereas for
discrete packets circuit-switching performs better [63], [64].
Other researchers suggested that an optimum energy-efficient
architecture could be a heterogeneous one, i.e. incorporating
a mixture of router designs and routing schemes, depending
on the application communication pattern [65], [66].

At the architectural level, researchers carried out evaluation
with regards to the network topology and reported that the
latency and energy of packets can change depending on the
topology [67]–[69]. For instance, considering FFT, Romberg
integration, object recognition and poisson traffic applications,
mesh topology is shown to achieve the lowest energy dissipa-
tion compared to torus, star and fat-tree topologies. Custom
topologies for specific applications have been shown to achieve
better energy-efficiency such as for the case of the ZMesh
architecture [70].

Due to the dependence of energy consumption on the
mapping of the application’s processes onto the NoC, several
algorithms have been developed for static mapping of pro-
cesses such as [71]–[74] and for dynamic mapping such as
[75], [76] including that with specific consideration for mixed-
critical systems [74].

There has been a lot of research done in adapting and
improving DVFS power management technique for NoCs.
Some of them are described and compared in [77]. These
solutions take advantage of e.g. communication idle states
during computation and memory accesses, to either globally
reduce energy consumption via applying adaptive design tech-
niques on local NoC units, or to apply core-wise DVFS. Also
additional hardware is required like a Power Management Unit
(PMU) that controls the generation of the supply voltage and
clock. One disadvantage of DVFS is that due to increased
execution time also leakage energy rises [38]. An optimum
DVFS strategy should therefore, consider the introduced en-
ergy losses due to extended static power consumption. Control
Earliest Deadline First schedule [78]. DVFS is often combined
with other techniques. For example, in most cases memory
limits the reduction of frequency and voltage in the whole
system. Using voltage islands is lucrative since communication
and memory can run at different voltages such that both are
safe and meet their throughput requirements [79].

System-level exploration of run-time power clusterization,
as presented in [80], increases energy efficiency of on-chip
communication using an adaptive system architecture for
power management called Dynamically-Clustered DVFS (dy-
namic voltage and frequency scaling), for short DCDVFS. At
runtime, overburdened or idle network regions are identified
and reconfigured with new power schemes. This method

improves Voltage Island partitioning (V/F partitioning), where
spatial locality of communication traffic on a parallel platform
is exploited. The benefit of DCDVFS is that clusters are
configured at runtime while in V/F partitioning the islands
are defined at design time. On that score, spatial variations of
communication traffics are also considered. Simulations on an
8×8 mesh Network-on-Chip (NoC) and a 65nm technology
model extracted from Orion 2.0 show that the approach
achieves much lower energy for traffic with spatial variations
compared to existing approaches (9% to 42%). Besides, the
approach incurs a moderate and predictive latency and minimal
area overhead.

d) Power measurement and monitoring support: In gen-
eral, power measurement and monitoring support is indis-
pensable to circumvent inaccuracy when deploying analytical
power analysis tools since estimates obtained by these methods
can deviate from the actual power consumption of the working
MPSoC. Another advantage of power measurements is their
usage by power managers at run-time to monitor the power
consumption the system (or certain subcomponents) in order
to optimize power consumption.

Yet, power estimation of an MPSoC is not an easy task due
to the lack of observability. In many cases, power measurement
can only be performed at the MPSoCs power rail inputs and no
direct relationship between the running software and measured
power consumption can be established. The measurement of
the electrical current consumption of a given system can be
performed either via the usage of shunt resistors or using a
clamp meter [81]. In the first approach, shunt resistors, having
very low resistance (for e.g. 1mΩ) and a high accuracy ±0.1%
are connected in series with the positive supply lines [81].
They are deliberately chosen with low resistance in order not to
influence the load supply, offering at the same time an interface
to measure the current supply. By knowing the current and
the supply voltage the power consumption can then be easily
calculated. In the clamp meter based approach, a clamp meter
device measures (based on the hall-effect phenomena) the
induced magnetic field variations around the supply wire and
uses the measured values to obtain the electric current [81].
While the clamp-meter based measuring is less intrusive, the
shunt-based measurements are more accurate and less eligible
to noisiness. Both techniques require either ADCs or digital
multi-meter to sample the analog signals measured.

Various approaches can be found in the literature utilizing
measurement-based methods for the direct evaluation of power
consumption of MPSoCs or for the validation of power models
(estimations). According to [81] a combination of infrared
imaging, and electric current measurement techniques can
yield high-resolution spatial power maps of individual parts
for a given circuit. A mathematical foundation taking the
thermal map and the current measurements and outputting
the corresponding power maps is given in [81]. The infrared
imaging uses infrared technology to obtain a thermal profile
of the individual circuit components. By knowing the thermal
behaviour of a certain circuit and its heat diffusion to the
ambient temperature, the power consumption can be obtained



(e.g. using least-square estimation see [82]). This method is
considered the most flexible since it is non-invasive and does
not require extra design setup. In [83], a laboratory power
supply with built-in measuring device (Keithley SourceMeter
2400) is used. In [84]–[87], oscilloscopes connected to shunt
resistors are used to measure power consumption. In [88],
a cycle-by-cycle energy measurement in FPGAs based on
switched capacitor, is presented. This approach, achieves a
high resolution of the measured values (every 20 ns). Also
another measurement approach presented in [89] achieves a
high resolution and is capable of measuring SW applications
with detailed granularities when running on FPGAs. Using
oscilloscopes or specialized power measurement device can
obtain accurate results with high resolutions but has the
disadvantage of high costs. In [96], a low-cost measurement
methodology for measuring the power consumption of an
FPGA-based MPSoCs which enables measuring the execution
time and power consumption of multiple SDF applications
at different granularity levels running on an FPGA-based
MPSoC. Above approaches (depending on external measuring
devices) are useful to compare the actual power consumption
with the estimated one. Yet, unlike on-chip power monitors,
these do not enable an on-line monitoring of the power
consumption of an application running on an MPSoC for
optimization purposes.

Schreiner et al. [90] used an FPGA board with an integrated
measuring electronics for this purpose. The on-board sensor of
the used FPGA samples the power with a very low sampling
rate of 6.25 Hz. Other work in [91]–[93] utilized the on-
board power monitors of a modern Xilinx FPGA ZC702 board
[94] for measuring the power consumption and evaluating the
efficiency of their approach. The ZC702 samples the power
rails with the help of the integrated power controller Texas
Instruments UCD9248 [95] every 200 µs (i.e., at a frequency
of 5 kHz). Typically, such on-board power monitors have a
low sampling rate to perform detailed analysis of short phases
of software execution on the MPSoC.

2) Shortcomings: There have been a multitude of studies
on how to make power-efficient on and off-chip networks,
but they mainly focus on implementation details and the
power behaviour of the NoC itself (see Sect. IV-B1c). Taking
those various low-power design techniques into account, a
systematic design methodology can be adopted to achieve
low power performance at design time such as in the work
reported in [97]. In such design methodologies, power and per-
formance models such as in [98] play crucial role. Pessimistic
performance assumptions could result in higher than expected
run-time slacks and dynamic power management could thus
be used [99]. In order to achieve further power reduction,
power consumption can be further managed [100] with the
aid of run-time monitoring of performance and energy of the
network-on-chip [101]. Depending on the state of the NoC,
the power manager can change the voltage and frequency
of system components and packet routing in a node-centric
or network centric manner to save energy. Examining such
a system-level design methodology for MCRTES with NoC

based communication have not been yet addressed. In addition,
supporting an automatic MPSoC generation with application-
tailored parameters towards low-power predictable NoCs have
not been addressed by typical MPSoC generators (c.f. [102]–
[105]). This is of high interest, not only because it raises the
technology readiness level (TRL) considerably, but also allows
the exploration of the predictability and thereby the safety of
the final system.

In addition, on-board power monitors of higher resolution,
than the currently existent (c.f. Sect. IV-B1d), could enhance
the capability to assess current system status and open the way
towards various low-power optimizations.

C. Impact of Low-power Capabilities on Dependability

In the following an investigation on safety and low-power
is presented and, additionally, a brief study on security and
low power is also presented.

1) Safety, low-power and mixed criticality: Due to the
explosion of autonomous systems thanks to the big improve-
ments on the energy storage technologies (e.g., batteries)
or purely motivated by energy budget requirements, power
efficiency and power management are also very interesting
cost competitive features for safety critical systems. In fact, the
power management (and temperature) of embedded electronic
components is also closely coupled with its lifetime. A proper
(and low) power demand of a specific hardware component
could prolong its lifetime (w.r.t. permanent faults) and, di-
rectly, the intrinsic reliability of the system. In fact, temper-
ature monitoring is suggested as a major diagnostic element
when using an on-chip redundancy for safety proposes (e.g.,
IEC-61508-2 Annex E). One can address those requirements
with external chip external monitoring components or with a
more efficient way using ring oscillator if the target device is
an FPGA [106]. Directly linked with temperature and power
consumption, the embedded system cooler could also have
a significant impact on the embedded system reliability. If
the embedded system power consumption (and proportional
heating) requires a non-passive refrigerator system with mobile
parts (like a ventilator) the overall embedded system reliability
could be undermine due to the fault-prone nature of such
coolers. Finally, even if power scaling (e.g., usage of very
low-voltages) could be beneficial to decrease the probability of
permanent faults (e.g., aging faults), this low power sensitive
logic is more vulnerable to transient faults, such as, soft-errors
(but, this sensitivity could be compensated with new micro-
electronic architectures).

Multicore technology is also a way of overcoming Pollack’s
rule and reduces scaling limits of single-core processors. When
moving towards mixed-criticality embedded systems, there are
fundamentals on multicore and safety that has been extensively
researched in several European Projects. For example, the
safety-concept approach within MULTIPARTES, PROXIMA
and DREAMS [4] EU projects proposed an argumentation for
the use of multicores for mixed-criticality system considering
spatial and temporal isolation among partitions mapped to
different cores, but the impact of temperature or power was



not explicitly analysed. In fact, this safety-concept approach
is an effective way to establish a formal dialogue with a
certification authority and move away from the academic
safety-certification analysis with a rigorous safety argumenta-
tion. This early contact with certification authorities identifies
possible conflicts w.r.t. to certification standards and paves the
way to the future industrialization of the technology. In the
case of the CONTREX EU project [18], current activities in
the area of predictable computing platforms and segregation
mechanisms were complemented with techniques considering
extra-functional properties such as real-time, power, and tem-
perature for safety/certification in mixed-critical systems. In
contrary to the SAFEPOWER proposal, while some safety
measures were partly considered, no complete safety process
was integrated to the overall design flow of the CONTREX
project.

The SAFEPOWER approach aims to perform a detailed
analysis of low-power mechanisms on specific COTS plat-
forms (e.g., Xilinx Zynq) and identify the conflicts (e.g.,
through dedicated FMEAs) of that those mechanism raise on
specific processor elements and, subsequently, to the applica-
tion safety.

Above safe power management cannot be done, according
to the product life-cycle, taking on-line decisions. Dynamic
reconfiguration is not recommended for SIL 2-4 integrity lev-
els and this suggests that the adaptation to changing scenarios
(e.g., a low power mode) must be addressed with precompiled
and verified schemes, like in [107] at operating system level or
at network level. Gating actions, such as for peripheral clock
or core, must perform safe shutdown and startup actions. In
[108], for instance, safe startup and shutdown scenarios are
considered for an IEC 61508 compliant hypervisor partitions,
but not primarily for power management proposes.

2) Security, mixed-criticality and low-power: Classically,
safety-critical systems have been considered close or semi-
close systems with very limited and controlled interactions
with their environment. Current embedded systems and, par-
ticularly, mixed-criticality with their non-safety related part
are more connected to open networks (e.g., local networks,
wireless networks, the cloud). In fact, even the safety standards
have started considering the inclusion of security aspects on
their life cycle. In this mixed-criticality area, there are several
hardware and software mechanisms to protect critical parts
from the non-secure ones. For instance, in software, the same
spatial and temporal separation mechanisms used on hyper-
visors to isolate partitions from design faults could prevent
attacker to access safe (now also secure) partitions from the
non-safe (or non-secure) partition. The US Government has
a protection profile for separation kernels in environments
requiring high robustness [109] which is commonly known as
the Separation Kernel Protection Profile (SKPP). Separation
kernel is defined by SKPP as “hardware and/or firmware
and/or software mechanisms whose primary function is to
establish, isolate and separate multiple partitions and control
information flow between the subjects and exported resources
allocated to those partitions” [109]. It has to be proved

that there is not any unexpected channel for information
between domains. This protection profile specifies the security
evaluation criteria so that a given system, in case is compliant
with, can be certificated under the Common Criteria (also
called IEC-15408) standard. It has to be mentioned that the
Common Criteria certification does not assure security, albeit
it guarantees that the declaration and specification about the
system given is true or not [110]. One of the commercial real-
time operative systems which is compliant with this protection
profile is INTEGRITY-178B by Green Hills Software Inc.
[111] This system was used as baseline to partly implement
a software crypto demonstrator in the separation kernel by
J. Frid [112]. In addition, a state of art concerning separation
kernels from a historical and technical perspective is provided.
Similarly, although in hardware, the ARM Trustzone technol-
ogy [48] is able to separate the execution environment between
two different worlds: secure and normal (non-secure). This
security feature is achieved by dividing all the hardware and
software resources of the system on chip so that they exist in
those two worlds. The system is designed in such way that
it ensures that no secure world resources can be accessed by
the normal world elements. However, secure world resources
have access to the non-secure ones. Thus, employing this
technology, a single physical core is able to securely and
efficiently execute code from both secure and normal worlds,
which removes the necessity of another dedicated processor
core.

Security and low-power are coupled in the sense that
more secure versions of the same cryptographic algorithm
are also more power hungry. In [113] [114] [115], one can
see the different comparisons of several cipher algorithms and
their performance depending on the power consumptions. The
power consumption itself could be also a trace for attacker to
get information on the encryption algorithm and a way to hack
secret key. In [115], dynamic voltage and frequency scaling
(switching) is used to distort the power consumption trace and
further protects the secret key integrity. A kind of attack could
also consider to hack the system so e.g., requesting to perform
a task that increases the consumption and makes the system
out of battery, but few bibliography have been found on this
track.

V. SAFEPOWER REFERENCE ARCHITECTURE

In the following, we will first discuss how the identified
challenges of the state-of-the-art will be addressed in context
of SAFEPOWER. Then we will take a look at the reference
architecture of the SAFEPOWER and elaborate on the related
low-power orchestration. In addition, the planned use-cases
with first sketches and benefits will be presented.

A. Challenges addressed in SAFEPOWER

The goal of SAFEPOWER is to decrease the power con-
sumption of MCRTES up to 50%, while maintaining the
necessary operation requirements identified in Sect. III. SAFE-
POWER will draw upon pre-existing results from the FP7-
DREAMS project architecture, the FP7-MULTIPARTES and



FP7-PROXIMA safety concept approach and the estimation
and analysis of SoC power and temperature of the FP7-
CONTREX project. SAFEPOWER project aims to enable the
development of cross-domain mixed-criticality systems with
low power and safety requirements by a reference architecture
orchestrating different local power-management techniques
based on safe and securitized built-in low-power services.
SAFEPOWER builds a comprehensive suite of analysis, sim-
ulation and verification tools for low-power mixed-criticality
systems, including hardware and software reference platforms
assisting the implementation, observation and test of such
applications.

In the following, we will describe how SAFEPOWER will
address the shortcomings identified in Tab. II. To deploy
low-power safety-critical approach at embedded system level
there is a main research gaps and challenges that have to be
addressed. No research (to writers knowledge) has considered
the impact of low-power mechanisms into COTS embedded
processors targeting safety-certification. This includes:

1) the impact of the different low-power techniques into
different COTS embedded processor elements (see SS1
in Tab. II),

2) the implications of those impact into system safety and
mixed-criticality (see D1 and D2 in Tab. II).

By addressing the certification issues (identified in Sect. III-D)
early at low Technology readiness levels (TRL), the introduc-
tion of SAFEPOWER research results into industrial products
(avionics, railways) is expected to enable an earlier and more
efficient certifiability analysis with significantly lower risks.

Using hypervisors can offer a simpler and flexible solution
in energy-constrained mixed-criticality systems (see SS1 in
Tab. II) which can tackle the shortcomings identified in
Sect. IV-A. The hypervisors such as [46] provides virtual
machines where the resources allocation are predefined and
restricted based on earliest analysis. Nowadays, this resources
allocation is focused only in the CPU time, memory, in-
terrupts, Input/Output devices, partitions communication and
fault processor management. This resources assignment can be
extended to energy features, where for instance, operational
processor frequencies can be restricted by virtual execution
environment, and it can be extended to the device management
where low-power techniques such as clock-gating can be
applied. Low-power services would be provided and controlled
by the hypervisor, which is who has the global view of
the system (see SS2 in Tab. II). In this way, the energy
management would be provided to two levels: at hypervisor
level, focused mainly in assuring the availability and execution
of critical applications and in energy saving; at partition level,
providing flexibility and increasing the energy saving based
on local actions supervised by the hypervisor.

State-of-the-art mixed-criticality architectures provide parti-
tioning and real-time guarantees, but they are limited to prede-
fined execution schedules (see SS2 in Tab. II). An important
research problem is the development of specific adaptability
mechanisms for mixed-criticality applications providing semi-
dynamic behaviour for safety-critical applications allowing

them to react to environmental or intrinsic events. In addi-
tion, safety-critical application subsystems could benefit from
adaptability to use it for certifiable fault recovery strategies.
One idea to achieve this is to mimic a dynamic behaviour
where a meta-scheduler switches between different predefined
schedules according to a runtime system state.

We plan in the context of SAFEPOWER to use the NoC
system generator [116] to support applications modelled with
synchronous models of computation, and generate implemen-
tations from Simulink models [117]. Inside the SAFEPOWER
project, the NoC system generator will be extended (see HW1
in Tab. II) to support techniques for low-power predictable
NoCs. This enables the usage of analytical DSE-tools to
explore the design space of such designs also targeting power
optimis ations. Furthermore, an integration of a DSE-tool like
DeSyDe [118] into the NoC-system generator would move
system design to a higher level of abstraction, because then the
designer can focus on the design of the applications, while the
DSE-tool calculates an efficient implementation and the NoC
system generator generates the full FPGA implementation.

In addition, power management monitors will be developed
to assess the power consumption of the MCRETS (see HW2
in Tab. II). Moreover, health monitors will be implemented to
achieve fault isolation and insure safe operation (see HW2 in
Tab. II).

B. Reference Architecture

SAFEPOWER mixed-critical architecture is depicted in
Fig. 2 consisting of a number of tiles connected to each other
via Network-on-Chip (NoC). Our architecture is chosen to
enable strict temporal and spatial separation and to ensure
that no low-critical application can impact or delay a higher
critical one or access its dedicated resources. To insure this,
each tile (see Tilex in Fig. 2) is managed by a bare-metal
hypervisor (XtratuM) running on the tiles hardware and al-
lowing for arbitrary amounts of partitions. The applications
running in these partitions can be of varying criticality. Yet,
in order to realize the spatial separation, only applications
with the same criticality can be executed in a single partition.
The hypervisor assigns hardware resources of its tile to its
managed partitions, ensuring the timing and spatial separation
for the mixed-critical system. It also manages the partitions
by scheduling their execution by the corresponding deadlines
to provide the real-time functionality. Since the partitions do
not really access the hardware on their own, the messages
the partitions send are also relayed by the hypervisor. This
prevents message flooding to the NoC and the applications
of other tiles are secured from malicious behaviour. Each tile
is connected via a network interface (NI) to a time-triggered
NoC. The time-triggered behaviour is executed based on an
a priori computed communication schedule which commands
the message injection times. This schedule ensures that no
packets collide during the transmission and guarantees timing
bound for the message traversal. For this, it does not only
provide the message injection but also the path the message
is routed on.
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In safety critical systems, consequently also in SAFE-
POWER, it is guaranteed that all tasks are finished before
the end of the partition. As shown in Fig. 2, in best-case
scenarios, when a batch of tasks finishes early enough, the
partition will have a reasonable amount of slack. However, in
the worst-case scenario tasks end slightly before the deadline
(i.e. Zero Slack). Since the tasks scheduling is done statically
(at design time), the minimal slack2 available is known to
the designer. This slack time is very helpful in low-power
system design. A designer can exploit this slack and applies
a suitable low-power technique accordingly (e.g. power off)
represented in different power modes (PM) in Fig. 3. The
Hierarchical State Machine (HSM) orchestrating the different
low-power operation states, as planned in SAFEPOWER, is
depicted and described in Fig. 3. Beside all partitions running
over the hypervisor, there is always a monitoring partition
appended at the end each execution frame which finishes the
major active frame (MAF). In the monitoring partition, health
monitors (HM) are checked if anything went wrong (for e.g.
errors in partitions).

In the SAFEPOWER architecture, computation and commu-
nication are separate from each other. A task starts when the
input data is ready and when it finishes, output is ready to be
sent. There is a periodic I/O event associated to each partition
that defines the actual slack time. In analytical scheduling,
tasks are guaranteed to be done before the next I/O event. At
the end of the partition, the output data is always ready to be
sent before the next periodic I/O event is triggered.

C. Use-cases

SAFEPOWER will demonstrate and support effective low-
power execution and adequate certification cognizance of
mixed-criticality power-aware systems through EU industry
representative use-cases and illustrative safety concepts as-
sessed by an external certification authority. Additionally,
SAFEPOWER will also maximize the impact of the project
promoting a cross-domain public demonstrator, available for
other different industrial domains.

1) Railway use-case: This use-case describes the devel-
opment of an autonomous object controller on the railway
signalling network. In a typical installation the electronic
interlocking is responsible of controlling the trackside field
elements directly connected to it. Large installations need to
decentralize the interlocking operation using object controllers
located near the field elements. In this case, although the safety
logic is centralized in the interlocking, the object controller
shall be able to supervise the field elements controlled by itself
autonomously. The main field elements (see Fig 4) controlled
by the object controller are signal lamps, powered points, rack
circuits, axle counters, treadles, level crossings, hand-operated
points and derailers, indicator lights, LECPs, tramway route
request loops and push button boxes, etc. The main interfaces
to control this field elements are inputs/outputs and Ethernet.

2For task t with deadline dt and worst-case execution time wcett, the slack
st can be calculated as follows: st = dt − wcett
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Fig. 4. Railway mixed-critical use-case: wireless object controller interacts
with an interlocking (IXL) and diagnostic and maintenance (DT) systems.

The flexibility of combining into a variety of configurations is
a key characteristic of an object controller.

As seen in Fig 4, the object controller exchanges informa-
tion with the interlocking (IXL) and with the diagnostic and
maintenance system (DT). Low-power consumption technolo-
gies for the electronics together with the use of an autonomous
power supply and efficient and secure wireless communication
would allow the object controllers to work with no need of
any wiring between them and the interlocking. Therefore, the
SAFEPOWER power-management will be crucial to provide
enhanced availability at the desired safety-criticality levels.

The object controller will perform functions with different
levels of criticality regarding the parameters of safety, security,
reliability, availability and maintainability. For this reason, the
implementation of this use-case will be based on the mixed
critically architecture proposed by SAFEPOWER. This appli-
cation will mix functionalities of different criticality levels
that will be integrated on the SAFEPOWER architecture using
the hypervisor and implemented core services. Reliability will
be achieved by executing redundant applications and using
redundant links with the interlocking. In this use case, we
will take advantage of the connectivity, security and perfor-
mance functions provide by SAFEPOWER platform. These
techniques will be used to implement safety and non-safety
related protocols.

The potential benefits of the application of an autonomous
object controllers in the deployment of electronic Interlocking
are very significant and are summarized below:

• Reduction of the deployment costs due to less wiring,
• Reduction of corrective maintenance costs and improve-

ment of the service (i.e. due to theft),
• Reduction of system evolution and scalability costs due

to better system modularity and scalability.
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2) Avionics use-case:

Nowadays airplanes comprise a number of computer sys-
tems and the total power consumption can be substantial which
requires a lot of cooling of the electronics. Cooling, in turn, re-
quires also a lot of power. This extra demand of power requires
resources that needs to be brought on the plane, which may
influence on its performance in the end. It would therefore, be
beneficial if the total power consumption could be lowered.
The power management proposed by SAFEPOWER will pro-
vide a lot of information on how the power consumption can
be lowered for applications with different safety criticality. The
Avionics use case describes a set of applications with falling
safety criticality, according to the Design Assurance Level
(DAL) methodology, which is necessary to properly evaluate
the use of SAFEPOWER techniques on a safety critical system
for the avionic domain. In Fig. 5 the applications and their
interconnection is briefly outlined. The system with highest
DAL is the flight control system (FCS) and the functional
monitoring (FM). The FCS provides all flight logic and laws
for the flight and the integration of the requests from the pilot,
sensor data and the control surfaces and the FM embodies the
health monitoring of the system. For redundancy, the FCS is
tripled. Three other applications has been added for their lower
DAL classification. For the evaluation, it is relevant to achieve
a spatial and temporal seggregation of the applications of the
SAFEPOWER mixed critical avionic system. In addition, it is
also relvant not to compromise the reliability and safety of the
software during power saving operations on the hardware.

The potential benefits of avionics use-case are very signifi-
cant and can be summarized as follows:

• Achieving a better understanding in how power saving
techniques can be applied to multicores with NoCs with-
out having the safety compromised for safety criticality

Fig. 6. Public demo multi-rotor system use-case

systems.
• Executing safety-, mission- and non-critical applications

on the same multicore platform with low-power services
would result in increased payload fraction.

3) Public demonstrator use-case: The public demo use-
case is represented by a multi-rotor system with four propellers
(see Figure 6). This demonstrator is indeed a safety-critical
system, since its carbon reinforced propellers are turning very
fast and it can reach up to 60 km/h by a weight of 2.5 kg.
Its avionics is self-developed and based on a Xilinx Zynq
7020 MPSoC [94]. This chip combines an ARM Cortex-A9
dual-core and a programmable logic part for further needed
hardware parts.

Next to the safety-critical flight algorithms, the Zynq 7020
executes a mission-critical video processing task on the video
stream that is provided by the on-board camera system. For
e.g. a pink football can be recognized and the camera gimbal
is triggered to keep the football in center of the field of view.
With reference to Section II-B, the multi-rotor system is a
mixed-criticality battery-powered system. In that way it must
meet the requirements identified in Section III. Especially the
mission-critical video processing application is not allowed
to influence the safety-critical flight control one . To ensure
the segregation of the two applications and their error-free
processing, the proposed architecture shown in Fig. 7 will
be implemented in the Zynq 7020. Both, the ARM dual-
core as well as the programmable logic will be used. All
communication in the avionics will be handled by an NoC
that is implemented in the programmable logic. The dashed
arrows in the figure represent the main communication routes
between the system components. The ARM dual-core will
be managed by the XtratuM Hypervisor. In that way, flight
algorithms and the video processing application will each use
a dedicated ARM core. The video processing application gets
and returns all data over an ethernet interface. Over ethernet,
a camera, a gimbal and a wireless LAN connection will
be accessible. As a further safety feature, a triple modular
redundancy will be implemented for the flight algorithms. Next
to the mentioned ARM core also two Xilinx MicroBlazes in
the programmable logic will process the flight algorithms. All
sensor and remote control data is collected by a dedicated
MicroBlaze (Dataminer), that is only responsible for the data
mining. In that way, the three processing elements will work



Xilinx Zynq 7020

Programmable Logic

Processing System

TilePE0

MicroBlaze
Dataminer

NI

TilePE1

MicroBlaze
Flight

NI

TilePE2

MicroBlaze
Flight

NI

ARM Core
Flight

ARM Core
Video

TilePE4

MicroBlaze
Voter

NI

TileIN0

I2C

NI

TileIN1

I2C

NI

TileIN2

SPI

NI

TileIN3

PPM

NI

TileIN4

UART

NI

TileIN5

I2C

NI

TileIN6

Ethernet

NI

Acc/Gyro/
Mag 

Sensor

Pressure 
Sensor

Battery 
Guard 
Motor

Battery 
Guard 

Avionics

Remote 
Control 
Receiver

Motor 
Drivers

Video 
Hardware

NoC

N
I

X
tr

at
u

M
H

yp
er

vi
so

r

TilePE3

Flight algorithm
communication

Video processing
communication

Fig. 7. Proposed architecture for public demo use-case

on the same inputs. Their results are processed by another
MicroBlaze that is used as a voter, to recognize errors in
at least one processing chain. The voter transfers the final
setpoints to the motor drivers.

The public demonstrator will consist of the SAFEPOWER
reference software and service stack integrated into the Xtra-
tuM hypervisor which can either be executed on the SAFE-
POWER virtual platform offering a subset of the processors
models, on-chip communication network, peripherals and I/O
components or on the SAFEPOWER development and eval-
uation board, providing an interface for power measurement.
The demo application will demonstrate the main feature of
the platform, e.g.: running of different independent partitions
(temporal and spatial isolated), managed by the XtratuM
hypervisor with different power and thermal management
services, advanced health monitoring and error reporting. It
is also intended to enable easy and interactive access to this
public demonstrator for the scientific community, all relevant
software (virtual platform, XtratuM, SAFEPOWER services,
cross-compiler and demo applications) will be provided as a
virtual machine image.

VI. CONCLUSION

In this article, we presented the European project SAFE-
POWER addressing the research problem of power man-
agement in mixed-criticality systems. The project’s aim is

to achieve space, weight and power reduction as well as
enhancing reliability and availability.

We examined the requirements of an architecture needed for
a low-power mixed-criticality system. The integrated power
management must not affect the real-time and predictability
features, the safety arguments and the fault tolerance. Ad-
dressing these challenges is one of the project’s main goals.
Furthermore, we discussed how the hardware and software
of an MPSoC can be enhanced with power saving schemes.
Based on a start-of-the-art analysis, we depicted the challenges
of including low power techniques in the system software and
in the on-chip communication network.

Finally, we discussed the project itself, including its goals
and planned use-cases. We also showed the projects architec-
ture providing an overview of the components and low power
services planned at hardware and software level. Using the
proposed power management, the MPSoCs energy consump-
tion shall be decreased by up to 50%.
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