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Abstract—This paper proposes a distributed deep learning
framework for privacy-preserving medical data training. In order
to avoid patients’ data leakage in medical platforms, the hidden
layers in the deep learning framework are separated and where
the first layer is kept in platform and others layers are kept in
a centralized server. Whereas keeping the original patients’ data
in local platforms maintain their privacy, utilizing the server for
subsequent layers improves learning performance by using all
data from each platform during training.

I. INTRODUCTION

Artificial intelligence and deep learning computations are
widely used in many areas. Among them, deep learning for
medical applications is one of the most remarkable applica-
tions, where deep learning algorithms are directly utilized for
medical applications, e.g., learning-based abnormality detec-
tion in medical imaging, statistical inference for public health,
and deep learning based preventive medicine [1], [2].

Medical images are large and sensitive by nature, making
scalability and privacy two pressing issues in applying deep
learning to the problem at hand. As such, developing efficient
and privacy-preserving approaches for medical applications is
of a paramount importance. To address those challenges, this
work proposes a system-wide enhancement for patient privacy
aware computation with medical patients’ big-data [3].

In geo-distributed medical platforms (hospitals, biomedical
institutes, etc.), there is a lot of patients’ data, so-called big-
data, and to conduct deep learning on such data all of it
typically should be in the same space for training using super-
vised learning algorithms. However, gathering and transporting
patient data is strictly regulated by laws due to privacy. As a
result, each medical platform conducts computations with its
own local data, leading to overfitting. Moreover, the amount of
data in each platform is not equal, leading to data imbalance
and associated learning issues [3]. To deal with those issues,
this paper proposes a distributed framework which trains
models with the data stored in each platform locally for
preserving privacy while maintaining learning accuracy.

II. PROPOSED LEARNING FRAMEWORK

Related Work. The de facto standard for privacy-preserving
deep learning is [4], which works as follows. First of all,
distributed platforms download the learning model from a
centralized server and train the model by their own local data.

Fig. 1: Deep learning computation over geo-distributed medi-
cal platforms under privacy-preserving requirements.

The updated model parameters/weights in each platform are
the aggregated to the server. Each platform downloads the
model from the server again and this process continues. Even
though this approach helps in overcoming privacy leakage by
avoiding raw and original data sharing, it requires a huge
network bandwidth in order to share models and parameters,
as well as conducting computation in each platform. Moreover,
this problem is manifested further when the model becomes
deeper and larger, an unavoidable fate in medical deep learning
applications for extremely precise patient diagnosis.
Proposed Distributed Deep Learning Framework. The
overarching goal of the proposed framework is to preserve
privacy in deep learning while reducing network bandwidth us-
age and maintaining computing efficiency. In our framework,
multiple geo-distributed medical platforms and a single central
server exist, where the server is required for deep learning
training with global information from all platforms. As shown
in Fig. 2, each platform has its own local dataset and trains it
with a predefined minibatch (denoted by sk for platform k).
Moreover, each platform has the first hidden layer (denoted by
L1). Since the original data is not directly shared, i.e., the data
is shared in the form of the results of L1, the server cannot look
at the original data, thus patients privacy can be preserved. The
server has the other hidden layers, i.e., L2, · · · , Lk−1, and the
output layer Lk. Since the server gathers the data from all
platforms, the effect of training with all data can be obtained
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Fig. 2: System model where L1, · · · , Lk−1 are hidden layers
and Lk is an output layer.

(while preserving patients’ privacy).
The detailed workflow is presented in Fig. 3. First, we

initially postulate that each platform has the same weights
in L1 and the server initializes the weights in L2, · · · , Lk.
After that, each platform conducts forward propagation on L1

by the size of the minibatch s1; and transmits the results of
L1 computation. When the server receives them, it continues
forward propagation from L2 to Lk with the received output
from each platform, i.e., the results of L1, and then the results
of Lk are transmitted back to each platform. Based on this re-
sult, each platform generates gradients. The computed gradient
values are transmitted to the server, and the server conducts
backpropagation from Lk to L2 based on the gradient. After
that, the server transmits the results of L2 to each platform,
and each platform finally backpropagates the gradients in L2.

Finally, it can be seen that the entire procedure contains
four communication processes as also illustrated in Fig. 2.

In this distributed computation, we can additionally handle
the data imbalance problem which happens when each plat-
form has different number of patients records. It is obvious that
this introduces certain amounts of bias in training. In order to
mitigate this data imbalance problem, the minibatch size in
each platform can be adjusted as the proportion of the amount
of local data in each platform.

III. PRIMARY EVALUATION RESULTS

In order to evaluate the communication overheads, we
measure the transmitted data with our proposed method and
our comparing method, i.e., large scale stochastic gradient
descent (SGD) which is one of the well-known methods [5].
Fig. 4 shows the amounts of the transmitted data while training
VGG and ResNet with CIFAR-10 and CIFAR-100. While
training the VGG model, 0.8GB data are communicated in
the proposed framework with 95% accuracy whereas the
Large Scale SGD is with 2GB data transmission and 55%
accuracy. In addition, training ResNet shows a pronounced
communication cost reduction. With our proposed framework,
0.5GB data are transmitted with 75% accuracy whereas the
Large Scale SGD transmits 1.5GB with 10% accuracy.

IV. SUMMARY AND FUTURE WORK

In this paper, we propose a distributed deep learning frame-
work for privacy-preserving computation. Based on the given
deep neural network, the hidden layers are separated and then
the first layer is left in each platform where the other layers are

Fig. 3: Flowchart for the proposed learning framework.

Fig. 4: Communication bandwidth evaluation.

in a centralized server. By doing this, the original/raw patients’
data in each medical platform is not leaked during training,
thus ensuring privacy. Furthermore, utilizing the centralized
server helps to improve learning performance by using all
data from individual platforms during training. As future work,
implementing this framework in geo-distributed hospitals (i.e.,
Seoul National University Hospitals) is anticipated.
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