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Abstract— Recent regulatory changes proposed by the Fed-
eral Communications Commission (FCC) permitting unlicensed
use of television white space (TVWS) channels present new op-
portunities for designing wireless networks that make efficient
use of this spectrum. The favorable propagation characteristics
of these channels and their widespread availability, especially
in rural areas, make them well-suited for providing broadband
services in sparsely populated regions where economic factors
hinder deployment of such services on licensed spectrum. In
this context, this paper explores the deployment of an outdoor
Wi-Fi-like network operating in TVWS channels, referred
to commonly as a Super Wi-Fi network. Since regulations
governing unlicensed use of these channels allow (a) mounting
fixed devices up to a height of 30 m and operation at transmit
powers of up to 4 W EIRP, and (b) operation at transmit
powers of up to 100 mW EIRP for portable devices, such
networks can provide extended coverage and higher rates than
traditional Wi-Fi networks. However, these gains are subject to
the viability of the uplink from the portable devices (clients)
to the fixed devices (access points (AP)) because of tighter
restrictions on transmit power of clients compared to APs. This
paper leverages concepts from stochastic geometry to study the
performance of such networks with specific focus on the effect of
(a) transmit power asymmetry between APs and clients and its
impact on uplink viability and coverage, and (b) the interplay
between height and transmit power of APs in determining the
network throughput. Such an analysis reveals that (a) maximum
coverage of no more than 700 m is obtained even when APs
are deployed at 30 m height, and (b) operating APs at transmit
power of more than 1 W is beneficial only at sparse deployment
densities when rate is prioritized over coverage.

I. INTRODUCTION

In light of rapidly growing mobile broadband traffic,
providing additional spectrum is an important policy goal for
spectrum regulators worldwide. With Internet of Things (IoT)
and Machine to Machine (M2M) communications rising up
the horizon, there is a need for ubiquitous connectivity.
Meeting these requirements, especially in rural areas, is
challenging because of geographic and monetary constraints.
In this context, this paper investigates the viability of de-
ploying an outdoor Wi-Fi-like network using television white
space (TVWS) channels in rural/suburban areas for providing
broadband connectivity. Such a network is typically referred
to as a Super Wi-Fi network [1].

TVWS channels are unused TV channels that can be
opportunistically used on a secondary basis in the absence
of primary transmissions. In the USA, these channels are 6

TABLE I
TV CHANNELS FOR SECONDARY USE

TV Channels Freq. Band Freq (MHz) Allowed Devices
2 VHF 54-60 Fixed

5-6 VHF 76-88 Fixed
7-13 VHF 174-216 Fixed

14-20 UHF 470-512 Fixed
21-35 UHF 512-602 Fixed and Portable
39-51 UHF 620-698 Fixed and Portable

Fig. 1. Availability of TVWS Channels in the USA as of 02/15/2017
[3]. Except for the urban centers on either coasts, TVWS channels are
abundantly available.

MHz wide and span from 54 MHz to 698 MHz. In particular,
the channels in the 512-698 MHz range allow the secondary
devices to be either fixed or portable, as in Table I [1]. As
seen in Fig. 1, TVWS channels are known to be locally
under-utilized, especially in rural/suburban areas. Further,
the relatively low frequency of TVWS channels comes with
some significant advantages like lower path loss and better
wall penetration [2].

The under-utilization of TVWS channels in rural areas,
along with their favorable propagation characteristics, moti-
vates investigating the feasibility of deploying outdoor Super
Wi-Fi networks for broadband connectivity in such regions
where providing access solutions continues to be exorbitantly
expensive. In particular, this work envisions deploying a
large number of fixed wireless access points (APs) over a
rural/suburban area with channel access mediated by carrier
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TABLE II
FCC REGULATIONS (MAXIMUM VALUES) FOR OPERATION IN TVWS

CHANNELS

Fixed device height 30 m
Portable device height 1.5 m

Fixed device EIRP 4 W (per channel)
Portable device EIRP 100 mW (per channel)

sense multiple access with collision avoidance (CSMA/CA)
while adhering to TVWS regulations. This work comple-
ments recent interest in utilizing TVWS channels for provid-
ing backhaul solutions [4], [5] where a wide-area network
of cellular base stations over TVWS channels for backhaul
is studied.

To mitigate any potential impact on the primary users,
secondary usage of TVWS channels is regulated by the
Federal Communications Commission (FCC) in the USA.
In particular, Table II specifies two important regulations
that significantly impact the operation of a secondary Wi-
Fi-like network—the first governs the maximum height of
secondary devices and the second governs the maximum
transmit power. In particular, the regulations allow mounting
a fixed device at a height of up to 30 m while also allowing
it to operate at up to 4 W EIRP (Equivalent Isotropically
Radiated Power)—thus permitting a much larger coverage
area when compared to a typical Wi-Fi AP that is mounted at
much lower heights and is restricted to transmit at no more
than 100 mW EIRP. However, since the portable devices
are restricted to a much lower transmit power of 100 mW,
an increase in downlink coverage from AP to client is not
reciprocated by an equivalent increase in uplink coverage. In
other words, there may be scenarios where the uplink may
not be viable even though the downlink is. This presents
a major point of difference between the network under
consideration and traditional Wi-Fi networks.

Given the crucial role played by uplink association request
and acknowledgment packets in determining AP-client asso-
ciation and successful downlink transmissions, the significant
difference in operating parameters between APs and clients
makes it extremely important to factor in uplink viability.
Additionally, the potentially large downlink coverage can
have a detrimental impact on the AP transmission probabil-
ities when using CSMA/CA. Thus, although an increase in
AP transmit power and/or height might seem beneficial, the
above issues highlight the difficulty in choosing the right set
of operating parameters for striking the right balance between
coverage and throughput in such networks.

With the broad goal of understanding the performance of
large-scale outdoor Super Wi-Fi networks, this work uses
concepts from stochastic geometry to obtain an analytical
characterization of SINR coverage and rates. Tools from
stochastic geometry are used to first characterize the prob-
ability of transmission of a Super Wi-Fi AP and subse-
quently study the area spectral efficiency (ASE) of such a
network as a function of (a) AP deployment density, (b) AP
height, and (c) AP transmission power. Due to the unequal

transmission powers between APs and clients, this analysis
explicitly requires the uplink to be viable when computing
the downlink throughput. It is primarily in this respect that
the current work significantly differs from existing literature
on analyzing such networks [6]–[8].

The results of this work show that it is not always
beneficial to operate at high AP transmit power (PAP ) and
AP height (hAP ). It is consistently observed across different
deployment densities that operating at high PAP and hAP
values leads to a sharp drop in probability of transmission
for APs, in turn decreasing the ASE. At deployment densities
of less than 1 AP/km2, ASE is maximized when PAP and
hAP are close to 1 W and 1.5 m, respectively. At higher
deployment densities of 10 APs/km2, ASE is maximized
when PAP and hAP are close to 0.1 W and 1.5 m, respec-
tively. On the contrary, for optimal coverage, maximizing
hAP proves beneficial (note that coverage is determined by
uplink viability and hence is independent of PAP ). Setting
PAP greater than 1 W is observed to be useful only in sparse
deployment densities, when rate is prioritized over coverage,
with APs mounted at less than 6 m height.

The rest of the paper is organized as follows — related
work is presented in Section II, the system model and
parameters involved in the analysis are described in Sec-
tion III, characterization of the network throughput is given
in Section IV, a discussion of the results obtained is provided
in Section IV and the concluding remarks are mentioned in
Section VI.

II. RELATED WORK

The release of TVWS channels for unlicensed use pro-
moted active research in investigating the feasibility of
deploying cognitive radio networks in these channels [9]–
[12]. The possibility of using TVWS channels for Super Wi-
Fi operation is explored extensively in [8], [13]–[16]. The
authors of [14] propose to enhance the coverage of public
Wi-Fi networks operating in 2.4 GHz by extending their
operation to TVWS channels. The authors of [15] built a
prototype for Super Wi-Fi (called White-Fi) networking and
modified the medium access control (MAC) protocol to fac-
tor in spatial and temporal variations of TVWS channels. In
[8], a quantitative study of Super Wi-Fi networks is provided
and it is observed that TVWS is an attractive alternative
for providing connectivity in outdoor rural areas. A real
world deployment of Super Wi-Fi networks is presented
in [16] where the potential of using TVWS for bringing
broadband connectivity to unconnected areas is established.
The issue of transmit power asymmetry in TVWS networks
has been studied in [17], albeit in a vehicular connectivity
set up, in which the authors propose to extend the range
of uplink from clients by using existing cellular paths.
However, in the current work, rural areas are the target
environments and hence no form of connectivity is likely
to be preexistent. While these efforts provide the motivation
to better utilize this technically and economically significant
frequency range, a theoretical study of the performance of
a large scale Super Wi-Fi network is not available to the



best of our knowledge. Additionally, such an analysis should
consider the various regulatory constraints imposed on the
operating parameters, specifically transmission powers and
heights, as described in Table II. The current work provides
a theoretical framework to serve this purpose by employing
concepts from stochastic geometry.

Among the first efforts to theoretically analyze traditional
Wi-Fi networks were the analyses presented in [18] and
[19] to accurately model the 802.11 protocol. While these
efforts captured finer aspects of the CSMA/CA protocol (e.g.,
exponential backoff), spatial aspects of the wireless medium
are not modeled. Stochastic geometry provides a natural
framework to analyze wireless networks while retaining the
spatial characteristics of signal propagation. The use of
stochastic geometry for modeling and analyzing wireless
networks started with the extensive analysis of ALOHA
[20], [21]. In particular, [21] studies CSMA-based networks
using a Matern hard-core point processes where each AP
was assumed to have a disc of fixed radius around itself
within which there are no other APs. A modification to this
analysis that modeled the backoff procedure in CSMA/CA
and included fading was presented in [6], [7], [22]. The basic
framework of [6] to analyze CSMA/CA forms the foundation
for the current effort. Subsequent analysis of interference
due to concurrent AP transmissions is modeled using the
methodology proposed in [23], [24].

A comprehensive overview of using stochastic geometry
to model a wide variety of wireless networks is given in [25],
[26]. The mathematical tools and theory of point processes
used in the current analysis are presented in [27] and [28].

III. SYSTEM MODEL

Consider a large set of APs whose locations are fixed and
drawn from a homogeneous Poisson point process (PPP)
of intensity λ. The set of AP locations is given by ΦA =
{x1,x2, ...,xk, ...} . The notation ||(xi − xj)|| is used to
represent distances between APs at two locations xi and xj .
The APs are assumed to only serve clients located within its
Voronoi cell (provided the uplink from client to AP is viable),
with client locations being uniformly distributed within the
Voronoi cell. In such a setting, the distribution of AP-Client
distance r (without factoring uplink viability) is given by

fr(r) = 2πλre−λπr
2

. (1)

It is assumed that all APs have at least one associated
client to serve at any instance. The APs have access to
one TVWS channel (6 MHz wide) and all APs contend
to get access to this channel. APs are bound by TVWS
regulations that govern fixed devices while the clients are
bound by the regulations governing portable devices. Thus,
while APs can transmit at any transmit power PAP ≤ 4 W,
the clients are assumed to transmit at PC = 0.1 W. The APs
are also assumed to be mounted at any height hAP ≤ 30 m,
while clients are always assumed to be at 1 m height.
Isotropic antennas are assumed at both APs and clients. The
analysis in this paper assumes a persistent downlink traffic
and negligible uplink traffic.

A. Radio Propagation Model

The power received at a point y from an AP located at x
is given by

P (x,y) = PAP ρ(x,y)F (x,y), (2)

where ρ(x,y) is the pathloss encountered by the transmis-
sion between x and y, and F (x,y) is the fading coefficient
between x and y. F (x,y) is modeled as an i.i.d. exponential
random variable with mean µ = 1. The notation P(d), ρ(d)
and F(d) are used when referring to received power, pathloss
and fading coefficient between two generic locations that are
at a distance ‘d’ from each other.

Two different pathloss models are used to define AP-AP
and AP-Client transmission links. The two pathloss models
are drawn from the dual-slope model specified in [29] for
suburban environments. This particular pathloss model is
chosen as it is sensitive to transmitter and receiver heights
and is applicable to a wide range of sub-GHz frequencies.
The dual-slope model is given by

ρ(x,y) in dB =

ρLOS + 20 + 25 log
(

d
Rbp

)
, if d < Rbp

ρLOS + 20 + 40 log
(

d
Rbp

)
, if d ≥ Rbp

(3)
where
• d is the distance between x and y,
• ρLOS is the line-of-sight pathloss (in dB), given by

ρLOS =

∣∣∣∣20 log

(
λ2

8πhthr

)∣∣∣∣ , (4)

• Rbp is the breakpoint distance (in meters), given by

Rbp =
1

λ

√
(Σ2 −∆2)2 − 2(Σ2 + ∆2)

(
λ

2

)2

+

(
λ

2

)4

.

(5)
The different parameters involved in the above model are
• λ - wavelength (m),
• ht - height of transmitting antenna (m),
• hr - height of receiving antenna (m),
• Σ = ht + hr,
• ∆ = ht − hr.

For modeling AP-AP transmissions, ht and hr are set to AP
antenna height hAP . For modeling AP-client transmissions,
ht = hAP and hr = 1 m.

B. Channel Contention Model

Channel access in the current network is governed by
CSMA/CA. In CSMA/CA, an AP gets access to a channel
when there are no other contending APs in its neighbor-
hood (i.e., the channel is sensed to be idle), otherwise an
exponential back-off procedure is initiated. The channel is
sensed to be idle when the received signal strength from
all neighboring APs is below the clear-channel-assessment
(CCA) threshold. In conventional Wi-Fi networks, the CCA
threshold is typically set to -82 dBm and the same threshold
is used in the current work.



C. Uplink Viability

Uplink viability determines the ability of a client to
associate with a neighboring AP. If the association request
messages from the client do not reach an AP, the client
cannot be served. This scenario may often occur in Super
Wi-Fi networks as clients transmit at powers lower than APs.
Note that even though uplink viability also affects the receipt
of acknowledgment (ACK) packets from the client indicating
successful downlink transmission, the assumption in the
current work is that once association is established between
an AP-client pair, the channel remains time invariant. This
paper defines uplink viability as follows.

Definition 3.1: The uplink transmission between client y
and its AP x is said to be viable if the received signal strength
from the client to the AP exceeds a certain threshold γ, i.e.,

PC ρ(x,y)G(x,y) > γ. (6)
Note that channel reciprocity is not assumed and hence

G(x,y) and F (x,y) are two independent random variables.
In this paper, the threshold γ is set to be equal to the
CCA threshold σ. Although the criterion (6) only accounts
for uplink packet detection and not successful decoding,
it simplifies the subsequent analysis while retaining the
essential characteristics of the network under consideration.

Using the above definition, uplink viability is computed
as

pU (r) = P[PC ρ(x,y)G(x,y) > γ] = e
− µγ
PCρ(x,y) . (7)

where r = ||x−y|| is the distance between AP x and client
y.

In particular, coverage range of an AP is defined as the
largest AP-client distance d such that

pU (d) ≥ 0.1 (8)

where pU (r) is defined in (7).

D. Transmission Model

The signal to interference-plus-noise ratio (SINR) ob-
served at a client y and associated with an AP x is given
by

SINR(x,y) =
ρ(x,y)

N0 +
∑

z∈ΦT \x I(z,y)
(9)

where
• N0 is the noise variance,
• ΦT is the set of concurrently transmitting APs,
•
∑

z∈ΦT \x I(z,y) is the cumulative interference at client
y due to all concurrently transmitting APs except AP
x.

The transmitted data rate from AP x to client y is then given
by log2(1 + SINR(x,y)).

IV. THROUGHPUT MODELING AND ANALYSIS

This section focuses on characterizing the performance of
the network under consideration through metrics such as AP
transmission probability and area spectral efficiency. Area
spectral efficiency is defined as the average throughput of

an AP multiplied by the density of the AP deployment. It is
assumed that all APs actively contend for the channel and
when channel access is granted, use the channel for a fixed
period of time to transmit to one of their associated clients.
For an AP to serve a client the following three transmissions
must be successfully received: (a) association request packets
at the AP, (b) transmission payload packets at the client,
and (c) acknowledgment packets at the AP. Clearly, (a) and
(c) both require uplink viability, and it is assumed that
as long as the uplink received signal strength exceeds the
threshold γ, both these transmissions are successful. Under
these assumptions, the probability of an AP serving a user
at a distance r is equal to the probability of an uplink viable
client being located at a distance r and is given by

fR(r|Iu = 1) =
fR(r)P(Iu = 1|R = r)

P(Iu = 1)
, (10)

where Iu is a binary random variable indicating uplink
viability. In particular, Iu = 1(PC ρ(r)G(r) > γ), and

P(Iu = 1|R = r) = P
(
G(r) > γ

PC ρ(r)

)
= e

−µγ
Pc ρ(r) . (11)

Given the random deployment of APs and clients, the
average throughput is computed over all possible AP and
and client locations. In particular, when the AP has channel
access and serves an uplink-viable client located at a distance
r, the average throughput to that client is given by

T (r) = E(SINR|R=r)[log(1 + SINR)] (12)

where the expectation is over the distribution of SINR
conditioned on the client being at a distance of r from the
AP. Note that the SINR distribution is independent of uplink
viability.

Thus, the average throughput of an AP after accounting
for the probability of transmission can be written as

T =

∫ ∞
0

pT (r)T (r)fR(r|Iu = 1)dr (13)

where pT (r) is the transmission probability of the AP
conditioned on serving a client that is at a distance of r.
Just as the SINR distribution, pT (r) is also independent of
uplink viability.

The rest of the section focuses on computing pT (r) and
T (r). The methodology adopted is similar to the framework
presented in [6], [7].

A. Probability of AP Transmission: pT (r)

Probability of an AP transmitting is governed by
CSMA/CA and the exponential backoff procedure. As pro-
posed in [6], the exponential backoff procedure used by an
AP when the channel is busy can be approximately modeled
by tagging each AP in the Poisson field with an independent
mark. This mark decides the backoff time of that AP.

In particular, each AP x in ΦA is assigned an independent
mark mx uniformly distributed in [0,1]. Defining the neigh-
borhood of an AP x asN (x) = {y ∈ ΦA : P (x,y) > σ}, an



AP transmits if no other AP in its neighborhood has a smaller
mark than itself. Thus, the set of concurrently transmitting
APs can now be defined as

ΦT = {x ∈ ΦA : mx < my,∀y ∈ N (x)} . (14)

This model captures the fact that CSMA/CA grants chan-
nel access to that AP with minimal back-off time (equivalent
to having lowest mark) among all APs in its neighborhood
and that an AP abstains from transmitting if another AP in
its neighborhood is already transmitting.

Note that this approximate model ignores collisions, the
exponential nature of back-off, and the history of timers.
Nevertheless, as shown by the authors in [6], through ns-2
simulations, this model provides fairly accurate results.

Without loss of generality, we focus on an AP located
at the origin and denoted as AP 0. Let AP 0 serve a
client y located at a distance r. Computing the transmission
probability is equivalent to computing the probability that
among the APs with a mark less that m0, none of them are
in the neighborhood, i.e.,

pT (r) = P (mx ≥ m0 ∀ x ∈ N (0)) . (15)

It can be shown using the results in [6], [7] that the
transmission probability, as defined above, can be computed
as

pT (r) =

∫ 1

0

e−λm0

∫
R2\B(y,r) S(x)dxdm0 (16)

=
1− e−λ

∫
R2\B(y,r) S(x)dx

λ
∫
R2\B(y,r)

S(x)dx
(17)

where B(y, r) is a ball of radius r with the client at its center
(which by hypothesis cannot contain any AP other than AP
0) and S(x) is the probability of AP 0 detecting an AP at
x. S(x) can be computed as

S(x) = P[PAP ρ(0,x)F (0,x) > σ] = e
−µσ

PAP ρ(||x||) (18)

The expression in (17) can be computed in a straightfor-
ward manner using standard numerical techniques.

B. Average Throughput to a Client: T (r)

Computing the average throughput delivered by an AP
to its associated client at a distance r requires determining
the distribution of SINR at the client. This in turn requires
the computation of the cumulative interference caused at the
client due to all other APs concurrently transmitting with AP
0. To compute the SINR distribution, the methodology used
in [7] is adopted.

In particular, the complementary cumulative distribution
function (CCDF) of SINR can be expressed using Laplace
functionals and written as

P(SINR(r) > β) = ψI(s)ψN (s), (19)

where s = µβ
PAP ρ(r)

, and ψI(·) and ψN (·) are the Laplace
functionals of the interference from other AP transmissions
and additive noise, respectively.

Switching to a user-centric perspective by shifting the
origin to the location of client and assuming AP 0 to
now be located at (r, 0) (in polar coordinates), (19) can be
approximated as

P(SINR > β)≈ e−sNe−λ
∫ 2π
0

∫∞
r
q(b(v,θ))[−φF (sρ(v))]vdvdθ

(20)
where s is as before, and
• q(d) is the probability that two APs separated by a

distance d transmit concurrently (computation of q(d)
is given in Appendix I),

• b(v, θ) = v2 + r2 − rvcos(θ) is the distance between
the serving AP at (r, 0) and a generic interfering AP
located at (v, θ),

• φF - Laplace transform of the fading random variable
φF (x) = 1

1+x as fading is exponentially distributed,
• N0 - Thermal noise variance.
Evaluating (20) at s = µβ

PAP ρ(r)
using standard numerical

techniques yields the distribution of SINR at the client.
Once the distribution of SINR is obtained, the expected rate
delivered by the AP can be computed as E[log(1 + SINR)])
where the expectation is computed over the distribution of
SINR.

V. NUMERICAL RESULTS AND DISCUSSION

This section presents the results obtained using the
methodology outlined earlier and highlights key takeaways
on the design of Super Wi-Fi networks. Some of the key
parameters used in the computations are given in Table III.

TABLE III
DEPLOYMENT SET UP

Channel Center Frequency 600 MHz
Channel Bandwidth 6 MHz
Number of channels 1

AP distribution Homogeneous PPP of intensity λ
AP Transmission Power Variable between 0.1 W and 4 W

Client Transmission Power 0.1 W
AP Height Variable between 1.5 m and 30 m

Client Height 1 m
Pathloss Based on ITU-R P.1411-8
Fading Exponentially distributed with mean 1

CCA Threshold σ -82 dBm
Uplink Viability Threshold γ -82 dBm

Noise Variance (N0) -173.97 dBm/Hz
Traffic model Persistent downlink

A. Validation of Methodology

To validate the proposed stochastic-geometry-based model
of Super Wi-Fi networks, results obtained using such an
approach are compared against simulation results obtained
using OPNET, an industry-standard packet-based network
simulation tool [30].

In particular, due to computational complexity of large
scale simulations in OPNET and lack of in-built support for
rate adaptivity, OPNET is used to simulate the performance
of a network with a single AP and a single client. This
result is then compared against results obtained using the
stochastic-geometry-based model in a sparse deployment
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Fig. 2. Results from stochastic-geometry-based models and OPNET
simulation. The plot with pU ≤ 1 is for the case when uplink viability
is probabilistic and the one with pU = 1 is when uplink is assumed to be
always viable.

setup where effects of channel contention are minimized and
the AP transmissions can be assumed to be independent of
each other.

For the OPNET simulation hAP and PAP are set to 30 m
and 0.1 W or 1 W, respectively. Due to lack of support for
rate adaptivity, modulation-and-coding-scheme (MCS) index
was varied manually to identify the best index for a given
setup. While the pathloss model used in OPNET is different
from the one listed Table III, the simulation tool is used as a
means of validating the stochastic geometry analysis devel-
oped in this paper. Specifically, OPNET uses the Suburban
Hata model, where the pathloss after substitution of hAP =
30 m is given by ρ(d) = 124.3 + 35.23 log(d), where d is in
km. For comparison, the stochastic-geometry-based model is
also set to use the Suburban Hata model with AP density set
to 0.1 AP/km2.

Fig. 2 shows the plots of AP throughput (in Mbps) per
channel as a function of AP-client distance (in m) for three
cases - (i) OPNET simulation, (ii) stochastic-geometry model
when uplink viability is factored in, and (iii) stochastic-

geometry model under the assumption that uplink is always
viable. Note that in OPNET fading is not modeled, which
is evident from the abrupt fall in throughput at ∼ 550 m in
Fig. 2b. It is seen from Fig. 2a that the current model closely
follows the throughput obtained using OPNET. Further, even
though uplink and downlink powers are the same in this case,
factoring uplink viability produces more accurate results
when compared to the existing models for Wi-Fi networks.
The impact of uplink viability is even more pronounced
in Fig. 2b. Note that the proposed model and the OPNET
results both indicate that clients beyond 550 m are incapable
of being served. At shorter distances, while restrictions on
MCS indices cap the maximum throughput in OPNET, no
such restriction is placed on the proposed model. Due to
lack of fading in OPNET simulations, OPNET predicts larger
throughputs in the 400 m to 550 m range than the proposed
model. It is clear that models that do not factor in uplink
viability are particularly inaccurate at larger distances and
predict much larger coverage than is realistically possible.
These results along with the comparison in [6] against ns-2
simulations further validate this model.

B. Results on Throughput and Coverage Analysis

The section presents the projected performance of Super
Wi-Fi networks from the perspective of (a) transmission
probability, (b) coverage of an AP, and (c) area spectral
efficiency (network throughput). A well-designed Super Wi-
Fi network requires striking the right balance between all of
the above three attributes.

1) Transmission Probability: This section examines the
impact of AP transmit power (PAP ) and height (hAP ) on AP
transmission probabilities at various deployment densities.
Fig. 3 plots average pT as a function of hAP for three
different densities. The average is computed over all AP-
client distances r and is given by

p̄T = Er[pT (r)] =

∫ ∞
0

pT (r)fR(r|Iu = 1)dr. (21)

Fig. 3 illustrates the interplay between PAP and hAP
in deciding how often an AP transmits and as expected,
transmission probabilities decrease with increasing density.
Note that at densities ≤ 1 AP/km2 and low antenna heights
(1.5 to 3 m), transmit power does not play a significant role
in determining the transmission probability. Further, it is seen
that at higher transmission powers, p̄T drops significantly as
hAP increases. For instance, at an AP deployment density
of 1 AP/km2, when PAP = 4 W, an AP transmits with a
probability of ≈ 0.85 when operated at a height of 1.5 m but
this probability drops below 0.1 when operated at a height of
15 m. In fact, at high densities (≥ 10 APs/km2), operating at
any height above 3 m does not seem optimal. On the other
hand, given a target p̄T and deployment density, and multiple
(PAP , hAP ) pairs that meet the target p̄T , choosing the pair
with the highest AP height is advisable, as increasing AP
height benefits both uplink and downlink, while increasing
PAP only aids downlink, leading to greater asymmetry. Thus,
when designing Super Wi-Fi networks, careful consideration
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Fig. 3. Probability of transmission of an AP under different transmission powers PAP , heights hAP , and densities.
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must be given to the choice of PAP and hAP , with particular
attention paid to uplink-downlink asymmetry.

2) Coverage Analysis: Unlike existing work on charac-
terizing coverage by computing the probability that SINR
exceeds a given threshold, this work defines coverage via
uplink viability and determines a client to be in coverage
if the uplink packets are received above the CCA threshold.
When defined in this manner, coverage becomes independent
of downlink transmit power. This alternate definition is
particularly appropriate for Super Wi-Fi networks where
clients are restricted to transmit at 0.1 W, but APs are allowed
to transmit up to 4 W. Fig. 4a plots uplink viability pU as a
function of AP-client distance, assuming clients to transmit
at 0.1 W. It can be observed that even at an AP height of
30 m, uplink is no longer viable beyond 700 m. In fact,
for users who are 400 to 700 m away, uplink is viable less
than 60% of times—further restricting the range of an AP
if reliable transmission is desired. This coverage limitation
leads to large coverage gaps in a sparse deployment, as seen

in Fig. 4b. Assuming clients to be uniformly distributed,
Fig. 4b shows that at deployment densities of 1 AP/km2,
over 50% of clients cannot associate with any AP. Thus,
Super Wi-Fi networks with deployment densities less than 1
AP/km2 are only able to provide localized coverage while
densities greater than 10 APs/km2 are required to ensure
pervasive coverage over a wide area.

This observation is illustrated in Figs. 5a and 5b. Fig. 5a
shows coverage and downlink range (defined analogous to
coverage range; determines channel contention radius) in
a Super Wi-Fi network with λ = 0.1 AP/km2. APs are
assumed to be at a height of 30 m and transmit at 4 W.
It is clear that at such densities only localized coverage is
possible. Further, the figure also illustrates why operating at
PAP = 4 W is not optimal even at such low AP deployment
densities. High AP transmit powers lead to unnecessary
enlargement of the contention radius, causing a drop in p̄T
and a potential decrease in network performance (as seen
in the next subsection). Fig. 5b represents a Super Wi-Fi
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Fig. 6. Area Spectral Efficiency (ASE) under different transmission powers PAP , heights hAP , and deployment densities.

network with λ = 10 APs/km2, that is capable of providing
pervasive coverage. Parameters hAP and PAP are set to
1 W and 10 m, respectively. At this height more than 80%
of the area is covered. Once again it is seen that higher
transmit powers lead to a large contention radius that can be
detrimental to network performance.

3) Area Spectral Efficiency: Throughput T of an AP is
as defined in (13). Area spectral efficiency is the product
T λ, and reflects the total number of bits transmitted over the
wireless medium in a given area. The following discussion is
split into three cases, depending on the deployment density.

Fig. 6a, plots performance of a very sparse deployment
with a density of 0.1 AP/km2. At such densities, only
localized coverage is possible and for each curve in Fig. 6a,
the coverage characteristics remain the same. It is seen that
for a fixed transmit power, ASE increases with decreasing
height, owing to reduced coverage area, thereby serving only
those clients who are at a very close proximity to the AP. On
the other hand, if hAP is held fixed, then ASE increases with

transmit power at lower heights, but decreases when hAP
exceeds 9 to 10 m. This observation can be attributed to the
fact that at lower AP heights, AP transmission probabilities
are only a weak function of PAP , and the gains in downlink
SINR do not get negated by a drop in p̄T , as is the case for
higher AP heights. In the case when maximum coverage is
sought by setting hAP to 30 m, each AP delivers close to
40 Mbps over a 6 MHz TVWS channel when operating at
a transmit power of 0.1 W. The key takeaway here is that
when seeking to maximize localized coverage (by setting
hAP > 10 m), increasing AP transmit power is unlikely
to yield better performance due to the sharp drop in AP
transmission probability.

Fig. 6b considers a medium deployment density of 1
AP/km2. Once again two different behaviors are seen de-
pending on whether hAP exceeds 3 m or not. It is clear that
hAP exceeding 10 m has a detrimental impact on network
performance. Even at such densities, pervasive coverage is
difficult to achieve. When maximum coverage is sought, each



TABLE IV
SUGGESTED CHOICE OF AP OPERATING PARAMETERS FOR DIFFERENT

DEPLOYMENT DENSITIES

Priority → Max. coverage/AP Max. throughput/AP
Sparse (λ = 0.1) (0.1 W, 30 m) (1 to 4 W, 1.5 to 3 m)
Medium (λ = 1) (0.1 W, 30 m) (1 to 4 W, 1.5 m)
High (λ = 10) (0.1 W, 10 to 30 m) (0.1 W, 1.5 m)
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Fig. 7. Distribution of households in Sharon Springs, Wallace County,
Kansas according to 2010 US Census. Each circle represents a house.

AP delivers close to 12 Mbps per TVWS channel, with a total
of 120 Mbps/km2.

Fig. 6c considers a dense deployment scenario with a
density of 10 APs/km2. In this case, it is possible to achieve
pervasive coverage when hAP exceeds 15 m. Unlike the
previous two cases, for a fixed hAP , ASE decreases with
increasing PAP suggesting that changes in p̄T plays a more
important role than changes in SINRs. Maximizing coverage
is not as important as before, and setting 9 m ≤ hAP ≤ 15 m
suffices to ensure that more than 80% of the clients are under
coverage. When hAP = 9 m, an ASE of 240 Mbps/km2 over
one TVWS channel can be achieved. The striking similarity
between Fig. 3c and Fig. 6c suggests that this network is
interference limited where interference dominates over noise
and an increase in transmit power leads to an equal amount
of increase in signal and interference strength, leaving SINR
unchanged.

The key takeaways from this section are summarized in
Table IV where λ denotes the number of APs/km2. Note
that pervasive coverage is achieved only at high deployment
density and when coverage per AP is prioritized.

C. Network Planning for a Suburban use-case

This section explores a network plan for providing broad-
band connectivity to a suburban region using results from the
previous discussion. The region of interest is Sharon Springs
in Wallace County, Kansas, USA. Fig. 7 shows the distribu-
tion of houses in Sharon Springs obtained from the records
of 2010 US Census. There are around 400 households spread
out over an area of 3 km2. Suppose each household is to be

supported with a data rate of 10 Mbps, the required network
throughput is 400 × 10/3 = 1330 Mbps/km2. In this area,
37 TVWS channels amounting to a total of 222 MHz are
currently available (from Google spectrum database [3]).

Consider deploying a Super Wi-Fi network with a deploy-
ment density of 10 APs/km2. With the objective of attaining
a coverage probability of at least 75% and with the ease of
mounting antennas on street light poles in mind, AP height
is chosen to be hAP = 6 m. Using results from Fig. 6c,
AP transmit power PAP is set to 0.1 W to obtain an ASE
of 12 bps/Hz/km2, translating to a network throughput of
72 Mbps/km2 per TVWS channel. Thus, it is possible to
meet the demands of this suburban region using at most 18
of the 37 available channels. Further network efficiency and
better coverage can be achieved using a more careful AP
deployment leading to a more economical use of available
bandwidth.

These computations suggest that such a network can be
a reasonable access alternative to satellite-based internet
service which tends to be the dominant means of connectivity
in such rural areas. Backhaul services for the deployed APs
can also be provided using TVWS channels as investigated
in [4], [5].

VI. CONCLUSION

This paper uses a stochastic geometry analysis to study the
feasibility of utilizing TVWS channels to provide broadband
connectivity in rural and under-served regions using a Wi-
Fi-like network. Regulations on transmit power and antenna
height for both APs and clients present situations in which
the downlink may be viable but the uplink from client to
AP is not. The performance of such a network operating in
TVWS channels is analyzed using stochastic geometry while
explicitly factoring in uplink viability. Such an analysis is
used to characterize AP transmission probabilities, coverage,
and area spectral efficiency. These results show that operating
APs at high transmit powers and heights is not always
beneficial to the performance of the network, even at low AP
deployment densities. It is however seen that APs deployed
at higher heights significantly improve uplink viability. This
exemplifies the rate-coverage trade-off in these networks.
The choice of operating parameters for such a network will
depend on the desired balance between coverage and rate.
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APPENDIX I
DERIVATION OF PROBABILITY OF CONCURRENT AP

TRANSMISSIONS

Let AP x represent an AP that is at a distance d from AP
0. Then, q(d) represents the probability that AP 0 and AP



x transmit at the same time, and can be written as

q(d) =P0,x
ΦA
{x ∈ ΦT |0 ∈ ΦT }

=
P0,x

ΦA
{x ∈ ΦT ,0 ∈ ΦT }
P0,x

ΦA
{0 ∈ ΦT }

. (22)

To compute the numerator of (22), let m0 and mx as the
marks chosen by AP 0 and AP x respectively and assume
m0 < mx, without loss of generality. Denote z as a potential
interferer. To compute the joint probability that both AP 0
and AP x concurrently transmit, two ‘classes’ of APs need
to be considered—those with mark m < m0, distributed as
a PPP of intensity λm0, which prevent both AP 0 and AP
x from transmitting, and those with mark m0 < m < mx,
distributed as a PPP of intensity λ(mx−m0), which prevent
only AP x from transmitting. Using these observations, the
numerator of (22) can be computed as

P0,x
ΦA
{x ∈ ΦT ,0 ∈ ΦT }

= 2(1− e
−µσ

PAP PL(x) )

∫ 1

0

[∫ 1

m0

e−λ(mx−m0)
∫
R2 Sx(z)dzdmx

]
× e−λm0

∫
R2 S0 or x(z)dzdm0 (23)

where 1 − e
−µσ

PAP ρ(x,0) is the probability that AP x is not
in the neighborhood of AP 0. The factor of two accounts
for the case when mx < m0. Sx(z) is the probability that
AP x senses the transmission of AP z and S0 or x(z) =
1 − (1 − Sx(z))(1 − S0(z)) is the probability that the
interfering AP z is sensed by at least one of AP 0 or AP x.
In a similar manner, the denominator of (22) can be com-
puted as

P0,x
ΦA
{0 ∈ ΦT } =

∫ 1

0

∫ mx

0

e−λm0

∫
R2 S0(z)dzdm0 +∫ 1

mx

(1− e
−µσ

PAP PL(x) )e−λm0

∫
R2 S0(z)dzdm0 dmx.

(24)

In the above expression, the first term considers the case
when m0 < mx, where AP 0 can transmit regardless of
whether AP x is transmitting or not, while the second terms
considers the case when m0 > mx, in which case, AP 0 can
transmit only if the AP 0 cannot sense AP x’s transmissions.
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