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Abstract—Cross-silo privacy-preserving federated learning
(PPFL) is a powerful tool to collaboratively train robust and gen-
eralized machine learning (ML) models without sharing sensitive
(e.g., healthcare of financial) local data. To ease and accelerate
the adoption of PPFL, we introduce APPFLx, a ready-to-use
platform that provides privacy-preserving cross-silo federated
learning as a service. APPFLx employs Globus authentication to
allow users to easily and securely invite trustworthy collaborators
for PPFL, implements several synchronous and asynchronous FL
algorithms, streamlines the FL experiment launch process, and
enables tracking and visualizing the life cycle of FL experiments,
allowing domain experts and ML practitioners to easily orches-
trate and evaluate cross-silo FL under one platform. APPFLx is
available online at https://appfix.link

Index Terms—Federated learning, privacy preserving, federa-
tion as a service, Al for science, science as a service, HPC, IAM

I. INTRODUCTION

Building robust machine learning (ML) models that are
resilient to domain shift [[1]] requires training across diverse,
oftentimes private, datasets; as well as access to large comput-
ing resources. Federated learning (FL) [2] is a collaborative
learning approach, capable of addressing domain shift chal-
lenges, where multiple data owners, referred to as clients, train
a model together under the orchestration of a central server by
sharing the ML model trained on their local datasets instead
of sharing the data directly.

FL enables the creation of more robust models without
the exposure of local datasets. However, FL by itself, does
not guarantee the privacy of data, because the information
extracted from the communication of FL algorithms can be
accumulated and utilized to infer the private local data used
for training [3|]. To address these challenges, we developed
an open-source software framework, called Argonne Privacy
Preserving Federated Learning (APPFL) [4], whose algorith-
mic advances in differential privacy enable privacy-preserving

federated learning (PPFL). APPFL enables the training of ML
models in a distributed setting across multiple institutions,
where sensitive data are located, with the ability to scale
on supercomputing resources. With APPFL, researchers can
develop robust, trustworthy ML models for applications in
biomedicine and smart grid applications, where data privacy
is essential.

Setting up a secure FL experiment that needs high-
performance computing resources across distributed sites re-
quires technical capabilities that may not be available for all.
To lower the technical and cybersecurity barriers to entry
for leveraging PPFL, and to enable domain experts in large
institutions to utilize FL, we created the Argonne Privacy-
Preserving Federated Learning as a service (APPFLx), which
enables cross-silo PPFL with user-friendly web interfaces for
managing, deploying, analyzing, and visualizing PPFL exper-
iments. APPFLx also enables the creation of secure federa-
tions with end-to-end strong Identity and Access Management
(IAM), where collaborators across organizational boundaries
can create a new federation or join an existing federation using
their institutional identities, perform training on datasets at
their respective institutions and securely share the privacy-
preserving model weights with the service to enable secure
aggregation.

Existing PPFL frameworks typically involve downloading
and configuring complex software, manually creating trust
boundaries and identities to enable gradient aggregation, and
understanding of technical details of the underlying deep
learning software stack to enable distributed training which
is cumbersome [S]] [6]]. In stark contrast, APPFLx features
include: 1) secure distributed training on heterogeneous com-
puting resources, along with over half a dozen federation
strategies; 2) both synchronous and asynchronous aggregation;
3) integration with TensorBoard capabilities; 4) interfaces
to examine data distributions and resource utilization across



different sites; 5) detailed reports of different experiments,
ability to use model architectures from GitHub or pre-trained
models from HuggingFace model repository; and 6) the ability
to set different hyper-parameters of the experiments (like
privacy budget to be used in training) from the convenient
web interface. Additionally, we developed comprehensive ap-
proaches to measure privacy protection by attacking models
generated by APPFLx and implemented FAIR standards [7]],
[8] for capturing and storing the metadata for all the PPFL
experiments to ensure reproducibility.

II. SYSTEM OVERVIEW
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Fig. 1. System overview of APPFLx.

In this section we describe the main components of
APPFLx; see Figure [I] for the system overview.

Identity and Access Management (IAM). In cross-silo
PPFL, ensuring the verification of collaborating clients’ iden-
tities is of utmost importance to prevent potential attacks from
Byzantine clients [9]. APPFLx utilizes the Globus authenti-
cation service [[10]—[12] for user identification. Authenticated
users can create a “federation” using the Globus group autho-
rization service and extend invitations to trusted collaborators,
allowing them to conduct FL experiments securely and effi-
ciently.

Client Computing Resources & Data. In an FL group,
each client has access to private local datasets. The com-
position of FL clients is generally heterogeneous in com-
puting capabilities, and each FL client may also have a
heterogeneous computing resource. Examples of typical FL
clients include high performance computing clusters with job
schedulers such as SLURM and cloud computing machines.
APPFLx allows users to easily register their heterogeneous
computing resources for FL by following a simple one-time
setup. This setup process includes creating a Globus Compute
(previously known as funcX) [13]] endpoint and installing the
APPFLx client package on the computing resource. FuncX
is a distributed Function as a Service (FaaS) platform used
by APPFLx to dispatch the training task codebase from the

server to clients for local training. Clients are required to open
ports 443 (HTTPS) and 5671 (AMQPS) for outbound traffic to
transmit tasks and results between the funcX service and the
endpoints, where HTTPS is used for retrieving credentials and
AMQPS is used for encrypted task/result transmission. The
APPFLx client package contains the codebase that provides
seamless support for remote training tasks. The process of
setting up a funcX endpoint also incorporates Globus authen-
tication, ensuring that only members belonging to the same
FL group are authorized to send codebase for execution on
the funcX endpoints. This stringent security measure fosters a
protected environment for the FL collaborators.

Client Configuration Page. Once the clients have created
funcX endpoints, they can register their computing resources
by providing the funcX endpoint ID and the device type on the
client configuration page of APPFLx. Furthermore, clients are
required to upload a data loader file on this page that enables
the dispatched training codebase to access their local data on
their computing resources during the training.

Server Configuration Page. The FL group administrator
is responsible for configuring the FL settings on the APPFLx
server configuration page. These settings include the FL al-
gorithm, training model architecture, training loss function,
hyper-parameters (e.g., learning rate, number of local and
global epochs), and privacy budgets. In particular, APPFLx
provides five synchronous FL algorithms (FedAvg |[2],
FedAvgM [14], FedAdam, FedAdagrad, and FedYogi
[15]) and two asynchronous FL algorithms (FedAsync [16]
and FedBuf [17]). For the training model, APPFLx offers
flexible choices — users can choose pre-defined template
models or upload their own model definition files from their
local computers. Moreover, the platform seamlessly integrates
with GitHub, promoting enhanced collaboration opportunities
among the FL group members, and it also integrates with Hug-
gingFace to allow users to leverage pre-trained models, further
enhancing the efficiency of the FL. Understanding training
data distribution across the different sites in a federation is an
important aspect to reason with FL. model performance. On the
server configuration page, the FL. administrator can visualize
the distribution of the training data across available sites before
starting the FL process. Additionally, the FL administrator
can check the status of client endpoints and launch an FL
experiment on this page.

FL Server Container. Upon initiation by the FL group
administrator, APPFLx launches an FL orchestration server in
a container using AWS Elastic Container Service (ECS) and
AWS Fargate, facilitating both scalability and robustness. The
server retrieves the experiment configurations from AWS S3
and acts as a funcX client to dispatch training functions to
the client funcX endpoints to train models using their local
data. APPFLx employs the AWS S3 bucket for model transfers
between the server container and client endpoints. The server
aggregates the locally trained models based on the choice of
the FL algorithms available in APPFL. As the FL experiment
unfolds, the server stores all the experiment logs and results in
the AWS cloud storage, ensuring comprehensive and reliable



record-keeping.

AWS Cloud Storage. APPFLx utilizes AWS cloud storage
services to securely and reliably store all FL experiment
information. Specifically, real-time training logs are seam-
lessly managed by AWS CloudWatch. DynamoDB is used
to store experiment metadata, and AWS S3 plays a pivotal
role in storing a diverse array of experiment-related files,
including configuration files, various result files, and training
log backups. Incorporating these AWS cloud storage services,
APPFLx guarantees a resilient infrastructure, allowing users to
confidently engage in FL experiments while maintaining the
utmost data integrity and privacy.

Federation Information Page. Powered by the AWS cloud
storage, APPFLx provides an information page accessible to
all FL group members. This page provides a wealth of valuable
information regarding the FL experiments conducted within
the group. Users can access real-time training logs for imme-
diate monitoring and insightful analysis of ongoing training
processes. Experiment configurations are also available for
review on this page. In addition, users can access essential
training metrics, such as the time taken for each client to
complete specific training tasks, for in-depth performance
evaluation. Furthermore, the page provides reports containing
the local validation accuracy results for each client. APPFLx
can also generate a comparison report, which empowers users
to conduct thorough comparisons across multiple experiment
runs, facilitating data-driven decision-making and fostering
continuous improvements in the FL process. Finally, the group
administrator is provided with an endpoint information section
to monitor the CPU, GPU, memory, and network usage of
the client endpoints in real-time. The federation information
page serves as an invaluable resource, promoting collaboration,
transparency, and efficiency within the FL group.

III. EXPERIMENT

A. Experiment Settings and Launch

In this section, we present a use case that employs APPFLx
to conduct federated learning with a group of five clients
to train a convolutional neural network (CNN) with two
convolutional layers using the artificially partitioned MNIST
datasets [18]]. The MNIST dataset is partitioned equally into
five chunks as the local datasets of the five FL clients. Two
synchronous FL algorithms, FedAvg [2]] and FedAvgM [[14]],
are employed to train the model. The FL training takes 10
global communication rounds, and each client performs 2 local
epochs in each round with batch size 64 and local learning rate
0.01. Local learning rate is decayed by a factor of 0.975 for
each round, and the server momentum for FedAvgM is equal
to 0.9. Table [I| shows the information of five heterogeneous
client endpoints. Notably, all the endpoints only use the CPU
for training. The group members use the client configuration
page to register their endpoints and upload data loaders for
their local datasets. The group administrator launches the FL
experiment by specifying the training hyper-parameters in the
server configuration page.

TABLE I
CLIENT ENDPOINTS INFORMATION.

Endpoint name Machine

delta-cpu-01
delta-gpu-01

NCSA Delta supercomputer
NCSA Delta supercomputer

mydefconf ALCEF Polaris supercomputer
crn-azure Microsoft Azure virtual machine
appfl-test MacBook Pro, 2021, M1 Chip

B. Experiment Information and Results

As previously mentioned, APPFLx offers a federation infor-
mation page for all group members to access the information
and results of the FL experiments, and the group administrator
is also provided with an endpoint information section to
monitor the status of all the client endpoints, as shown in
Figure Figure (3| showcases the client endpoint monitor
page, presenting real-time resource utilization for each client
endpoint. For launched FL experiments, group members have
access to various components, including real-time logs, ex-
periment configurations, experiment reports, and tensorboard
visualizations (Figure [)). Figure [5] shows the change in the
validation accuracy of FedAvg and FedAvgM algorithms
during the training process.
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Fig. 2. Federation information page.

IV. CONCLUSION

APPFLx is a user-friendly platform that provides privacy-
preserving cross-silo federated learning as a service. With
streamlined FL experiment launching process and comprehen-
sive experiment results, APPFLx enhances the accessibility
and ease of use of privacy-preserving federated learning for
professionals across diverse industries. This efficient and col-
laborative environment empowers users to develop robust and
generalized ML models securely, promoting advancements in
various fields while safeguarding data privacy.
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