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Input-to-state stabilization of nonlinear systems using eent-triggered
output feedback controllers

Mahmoud Abdelrahim, Romain Postoyan, Jamal Daafouz anddbr&lesic

Abstract— We synthesize robust output-based event-triggered uncertainties are present. Several works have therefare pr
controllers for a class of nonlinear systems subject to exteal  posed event-triggered control solutions which are robaoist t
disturbances and noises in both the plant measurement and exogenous inputs, seeg, [6], [8]-[14]. Most of these refer-

the control input. We follow an emulation approach to this
purpose: we first assume that we know a robust feedback law €MNCES assume that the full state of the plant can be measured,

in continuous time, we then take into account the sampling ast ~ S€e [10], [11], [13], [14]. Our objective is to go beyond
we explain how to construct the triggering condition to pregrve  this assumption and to construct event-triggered outpsed

stability. The triggering strategy enforces a minimum time controllers to stabilize a class of nonlinear systems simbje
between two consecutive transmissions by combining idea®i 1, ayternal disturbances and corrupted measurements of the

event-triggered control and periodic sampled-data contrt The lant outout and th trol i LIt hall .
closed-loop system is shown to satisfy an input-to-stateagtility ~ P'aNt output and the control input. 1t 1S more challenging

(ISS) property with respect to the external disturbances, he I this case to guarantee the existence of a minimum time
noises as well as their time-derivatives. The analysis reals between two consecutive transmissions when only an output

a tradeoff between the enforced minimum inter-transmissio  of the plant is available, even for the disturbance free ease
time and the magnitude of the ISS gains. The results are also ghqyn jn [12]. Related results of the literature mainly fecu
new in the particular case where the triggering condition is i fi . iant (LTI ¢ 61 18] 9
only time-dependent as in traditional sampled-data contrt on linear time-invariant (LTI) systems, see [6], [_ 1, [91.
Compared to the latter results, we address nonlinear sgstem
. INTRODUCTION we investigate a different setup and we propose a different

Event-triggered control is a sampling paradigm in whicHype of triggering conditions. Furthermore, we also take in

the sequence of transmission instants is determined bagifount the possible corruption of the control input by an
on the violation of a state-dependent criterion. In that veay external signal which is not the case in the aforementioned
substantial reduction of the amount of transmissions may Bgferences. Considering this type of exogenous signals is
achieved compared to conventional time-triggered setaps 45€ful In practice as the control input may be subject to
the loop is closed only when it is necessary in view of th§oMputation error or quantization error. _
control objective, see.g, [1]-[5] and the references therein. _ T1€ solution we propose is inspired by our recent work in
Event-triggered implementations are particularly insirey [15] which did not cqn3|der systems with exogenous inputs.
for networked control systems and embedded systems due/f follow an emulation approach, as we start from a robust
their limited computation and communication resources, feéedback law which is designed in continuous time, we
Any event-triggered controller should ensure the existend€n take sampling into account and we design the trigger-
of a minimum amount of time between two consecutivé?d condition to preserve stability. The triggering corwit
transmissions. This property is essential for severalorems CONSISIS in waiting a fixed amount of timi after each
First, it rules out Zeno phenomenon, second it makes tHEANSMIssion instant and then to evaluate a criterion which
hybrid controller realizable as the hardware cannot gene?lly involves the noisy output of the plant (and potentially
ate transmissions which are arbitrarily close in time. Thi!e noisy control input). We show that the system satisfies
problem becomes particularly non-trivial when the plant i@ ISS property with respect to the external disturbances,

affected by unknown exogenous inputs. It is shown in [6], fofS Well as the different noises and their time-derivative.
instance, that the popular technique of [3] is non-robust thhe fact that the guaranteed stability property involves th

external disturbances as it may generate Zeno phenomenfiffie-derivative of the noises is common in the sampled-
ta control literature, see [16] for instance. Furtheenor

Similar conclusions are presented in [7] when unmodel ) ;
the analysis reveals a tradeoff between the ISS gains and the
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This point is essential for the construction of the eventsetE C R, x Zx is called acompact hybrid time domain
triggering condition and the stability analysis. Secor® t if g = UjE()l([tjathrl]vj) for some finite sequence of times
thorough analysis in [15] has to be revisited because globgl—= ¢, < ¢, < ... < ¢; and it is ahybrid time domainif
asymptotic stability of nonlinear systems does not implyor all (7,.J) € E, En ([0, T] x {0,1,...,J}) is a compact
ISS with respect to bounded inputs, even for continuousybrid time domain.
time systems, see [18], [19] for counter examples. Third, A hybrid signalis a function defined on a hybrid time
the presence of exogenous inputs may lead to the Ze@@main. A hybrid signal. : domu — R™ is called ahybrid
phenomenon as shown in [6]. Finally, we have to adapt th@put (or disturbance) ifu(., j) is measurable and locally
lower boundT on the inter-transmission times in order toessentially bounded for eaghA hybrid signalz : domz —
cope with the exogenous inputs (we cannot take the same- s called a hybrid arc ifz(.,j) is locally absolutely
value as in [15]). continuous for eachj. A hybrid arcz : domz — R™= is a
The remainder of the paper is organised as follows. Prelingolution to system (1) with hybrid input : domu — R™= if
inaries are given in Section Il. The problem is formallystht domz = domu, 2(0,0) € C'U D, and: (i) for all j € Z>o,
in Section lll. In Section 1V, we give the main results and arand almost alt such that(t, j) € domz, z(t,7) € C and
illustrative example is provided in Section V. Conclusions;c(t,j) = F(x(t,5),u(t,7)); (i) for all (t,5) € domz such
are provided in Section VI. The proofs are given in thehat (t,j +1) € domz, z(t,j) € D andz(t,j + 1) =
Appendix. G(x(t,5),u(t, ). The following definition of£., norm is
considered in [22], [23] for hybrid signals.
1. PRELIMINARIES

Let B := (—00,00), Rug := [0,00) and Zsg = Definition 1. Given a hybrid signat, its £, norm is given

{0,1,2,..}. The Euclidean norm is denotédl A continuous by

functiony : R,y — R, is of classK if it is zero at zero, .
strictly increasing, and it is of clags,, if in addition~(s) — |7l (z,5) := max g es? sup e r(’, 57,

00 ass — oo. A continuous functiony : Roy x Ry, — Ry (D Edom L), #1437 <+

is of classKCL if for eacht € R, 7(.,t) is of classk, and, sup (', 5]
for eachs € R, ¥(s,.) is decreasing to zero. We denote (t,§)ED(r), t/ +5/ <t+j

the minimum and maximum eigenvalues of the square, real, (2)

symmetric matrixA asAmin(A4) and Amax(A), respectively. WhereI'(r) := {(¢,j) € domr : (¢,j + 1) € domr}.
We write (,y) to represent the vectar”, 7|7 for € R*  Furthermore, a hybrid input. is said to belong toC.. when
andy € R™. We will consider locally Lipschitz Lyapunov |[ull(.j) < ¢ for any(t,j) € domu, for somec >0. O
functions (that are not necessarily differentiable evédrgre), 1T
therefore we will use the generalized directional derixeati
of Clarke which is defined as follows. For a locally Lipschitz
functionV : R — R., and a vectow € R", V°(z;v) :=
lim supy, g+ . (V (y+hv)—V(y))/h. For a continuously _ _
differentiable functionV’, V°(z;v) reduces to the standardWhere z, € R™ is the plant stateu € R™ is the
directional derivativé VV (z), v), whereVV (z) is the (clas- €ontrol input,w € R™ is a vector of unknown exogenous

sical) gradient. We will invoke the following result, seedisturbancesy € R"v is the available output of the plant
Lemma I1.1 in [20]. which is affected by the vector of noisey € R". We

consider the following dynamic controller

. PROBLEM STATEMENT
Consider the nonlinear plant model

jjp = fp(xp’uvw)v y= gp(xpady)a (3)

Lemma 1 (Lemma II.1 [20]). Consider two functiong/; :

R™ — R andU; : R" — R that have well-defined Clarke Te = fe(Ze,y), U= ge(Ze,y, du), (4)

derivatives for allz € R™ andv € R™. Introduce three sets e "

A= {z: Ui(z) > Us(2)}, B := {z: Ur(z) < Us(2)}, where z. € R" is the controller state and, € R™

I .= {z: Ui(z) = Us(z)}. Then, for anyo € R", the is a measurement noise affecting t_he .control input. The

function U () = max{U(z), Us(z)} satisfiesU® (z;v) — presence ofc_iu may t_)e due to quantization error or com-

U (z;0) for all @ € A, U°(z;0) = US(x;v) for all z € B putational glltch, to give a few e_xamples. We emphasize that

and U° (z;v) < max{U (z;v), US (a;0)} for all z € T. [ the z.-system is not necessarily an observer and that (4)
T T ’ captures static feedbacks laws as a particular case bggetti

In this_ paper, we co_nsider hybrid systems of the following, _ ge(y,d,). We assume that the signals corresponding
form using the formalism of [21], [22] to w, d,,d, are unknown, bounded (according to the.-

i=F(z,u) ze€C, ot =G(z,u) zeD, (1) norm), differentiable ford, andd, with time-derivatives in

L. Note that we do not need to know any bound on the

wherez € R" is the statep € R™ is the input,C is the norm of these signals to apply the presented results. The
flow set, ' is the flow map,D is the jump set and7 is functionsf,, f. are assumed to be continuous and the func-
the jump map. The vector fields andG are assumed to be tions g,, g. are assumed to be continuously differentiable.
continuous and the sefsand D are closed. The solutionsto  We consider the scenario where controller (4) communi-
system (1) are defined on so-called hybrid time domains. gates with the plant via a digital channel. Hence, the plant



outputy and the control input are sent only at transmission obtain
instantst;, i € Z>o. We are interested in an event-triggered

implementation in the sense that the sequence of trangmissi . fz,e,w,d)
instants is determined by a criterion based on the output e =1 9ewdwv) (z,e,7) €C
measuremeny and the control input;,, see Figure 1. Note T 1 )
that the event-triggering mechanism only depends on the zt x
noisy variablegy andu. el =10 (z,e,7) €D
w dy T+ O
i i y wherer is an additional clock variable introduced to describe
Plant the time elapsed since the last transmissions (x,, z.) €
d., R . d = (dy,dy) € R, v = (vy,v,) € R™ and
R vy, Uy, respectively denote the time-derivative of the noises
Controller Y — cprrespondin_g tal, andd,. The fl_mctionsf,g in (7) are
! given by (their arguments are omitted below)

; Event-triggering
Hemmmemmneo o mechanism |< f: <fp('rpa gc(ICa Y+ ey, du) + €y, w))

fc(xcay + ey)

Fig. 1. Event-triggered control schematic.
_a_igp(xpa dy)fp(xpa gc(xm Y+ ey, du) + ey, w)

a
The setup we envision allows the triggering condition tog= 5 ~ 92,99 (s dy)Vy

depend on botly andu. While this may be hard to achieve in — 5z 9c(Te, Y + ey, du) fe(Te, y + €y)

practice, we focus on this general scenario because it sllow —%gc(xc, Y+ ey, dy)vy

us to cover the particular cases where the triggering cimmdit (8)

only depends oy or u as particular cases. This will be theThe flow and jump sets of (7) are defined according to
case for instance when the controller is static or when onipe triggering condition we will synthesize. As long as the
y or u is sampled, to give a few examples. triggering condition is not violated, the system flows on
At each transmission instang, is sent to the controller € and a jump occurs when the state entersZin When
which computes a new control input that is instantaneouslhy: € 7) € CND, the solution may flow only if flowing keeps

transmitted to the plant. In that way, we obtain z,¢,7) in C, otherwise the system experiences a jump. The
setsC and D will be closed.
tp = fplzp Gw) t € [ty tiv1) The main objective of this paper is to design the flow and
Te = felze,D) t € [ty tiv1) the jump sets of system (7)g. the triggering condition, to
u = ge(ze,§,du) ensure an ISS stability property for system (7) as well as to
y = gp(zp dy) 5) ensure the e_xis_,tenc_e of a strictly positive lower bound @n th
g = 0 t € [tistivi] inter-transmission times.
g(t;; _ 2(%) Le [t tin] IV. MAIN RESULTS
at’) u(t;), We first present the conditions we assume on system (7),

_ _ then we present the event-triggering law and we state the
wherej andd respectively denote the last transmitted valuemain result. Finally, we explain how to apply our results in
of y andu. We assume that zero-order-hold devices are usefe periodic sampled-data control.

to generate the sampled valugandi, which leads tgj =0
anda = 0. A. Assumptions

Because we only have access to noisy signals, we needpe make the following assumption on system (7), which
to define the sampling-induced error using noisy variableg a generalization of Assumption 1 in [17].
Hence, we considet := (e, e,,) € R"¢, where i : i . .
‘ Assumption 1. There exist a locally Lipschitz positive def-

—y inite functionV : R — R, a locally Lipschitz positive

_u (6)  semi-definite functionv : R" — R.,, a continuous
function H : R*» — R, real numbersL > 0, v > 0,

which is reset ta) at each transmission instant. Note that «, @, o, 1,0 € Ko, and a continuous, nonnegative function

is available to the event-triggering mechanism. d: R™ — R, such that the following holds.

We model the event-triggered controlled system using thgj) For all z € R
hybrid formalism of [21] like in [15], [12], [24], [4], for
which a jump corresponds to a transmission. In that way, we a(lz]) < V(z) <a((z|). 9)

ey =
€y =

S S



(i) For almost all x € R" and all (e,w,d,v) € In view of (12), the flow and jump sets of system (7) are

Rnc+nw+2nd
C= {(:C,e,T) :y2W2(e) < d(y) or 7 € [O,T]}
2 (14)
<VV($)a f(:C,e,w,d» < —Oé(|£C|) - H (CC) - 5@) D= {(:C,e,T) . 72W2(e) > 5(y) andr > T}.
+72W2(e) + p(|(w, d, v))).
(10) .
(i) For almost all e € R and all (z,w,d,v) e C Stability result
R +nw+2ng We are ready to state the main result. Its proof is provided

in the Appendix.

(VW (e), g(z,e,w,d,v)) < LW(e) + H(x) (1) Theorem 1. Suppose that Assumption 1 holds and consider
+o(|(w,d,v)]). system (7) with the flow and jump sets defined in (14),
where the constarif is such thatl" € (0,7 (v,n, L)). There
U  existB € KL and ¢ € K, such that any solutionp =
(P, Pe, @) With w,d, v € L, and dom(w, d,v) = dome
The functionV in Assumption 1 corresponds to a Lya-satisfies, for all(t, j) € dome,
punov function for the closed-loop system in the absencq%(t’m <
of sampling. Property (10) implies that the system= .
o i tabie fromIT )t Gy, max {BU(62(0.0).06(0.0)]. £+ 5).€( 0. v>||<t,j>>}é
Items (i) and (ii) of Assumption 1 also imply that the system ol 1l Lo (15)
i = f(z,e,w,d) satisfies a derivative ISS property, in theWhere {(s) = «a (P (E(N(S) + 50 (S))))’ p(s) =
sense of [25], with respect t@,d (sincep € Ko, andW  min{p1(3),m05} for s > 0, p1 € K, n > 0 and
is positive semi-definite and continuous). It has to be noted ¢ € (0,1). Furthermore, the inter-transmission times are
that the case where item (ii) of Assumption 1 holds witHower bounded by the constaiit O

p(|(w, d)[) instead ofu(|(w,d,v)|), is a particular case of  thagrem 1 shows that system (7), (14) satisfies a derivative
(10). We decided to consider the case wheriso depends |gg property, see [25], with respect to the external distur-

onwv for the sake of generality. The last item of Assumption,,\ca.s and the measurement noige It is interesting to
1is an exponential growth condition on thesystem, similar | 1o that even when in (10) is independent af (the time-
conditions are imposed in [17]. Note that the dependence gf i, ative of the noises), the ISS gairin (15) does depend

o onv comes from the sampling of the noisy measurementsy, , hecause of (11). This type of result is common in the
see (6), which is typical when investigating sampled-dat@,ypjed-data control literature, see [16]. The constants
systems with external inputs, see for instance [16]. and ¢ can be arbitrarily chosen in (0,1) as shown in the
proof. We notice, in view of (13), (15), tha} provides

a tradeoff between the guaranteed minimum time between
Inspired by [15], we trigger transmissions whenever th&ransmissions and the magnitude of the ISS daifhe value

B. Triggering condition

condition below is violated of 7 (v,n, L) can be increased by takimgsmall, however the
e ISS (nonlinear) gairg in (15) will increase, and vice versa.
Y*W=(e) < d(y) or7 € (0,77, (12)  whenn — oo ande — 1 (which implies thatl’ — 0), we

. . the ISS t din the ab f ling.
where~, W and§ come from Assumption 1 an@ > 0 is recoverine property ensured in the absence of sampiing

selected such thaf < 7 (v, 7, L), where D. Time-triggered implementation
1 The results of this section covers periodic sampled-data
RZ arctan(r) (L +n)y - L 13 control as a particular case by removing the output dependen
TnL)=9 1 . (L+n)y="L (13)  conditiony2W2(e) < 6(y) in (12). In that way, the flow and
7 arctanh(r)  (1+n)y <L the jump sets of system (7) are

with r := 1/’(%)2 - 1‘. The constant > 0 is a tuning C={(z.e,m): €0, 1]} (16)

parameter which can be arbitrarily chosen by the user. Note D= {(x,e,7): 7 =T},
that 7 (v, n, L) is a decreasing function in and whenp —

0 we recover the upper bound on theaximum allowable and T is selected strictly smaller thafi(y,, L) in (13)

o . . as before. We can then state the following result which
transmission intervalMATI) given by [17]and used in [15] generalizes [17] to systems affected by exogenous inputs.

Hence, a s_mal_l value of > O leads t9 a Iarge‘ﬁ‘_('y,n,L), Its proof follows the same lines as the proof of Theorem 1,
however this will lead to a big ISS gain as we will see below.

The constan (v, n, L) is therefore different from the one itis therefore omitted.

in [15], which means that we have to adapt the enforce@orollary 1. Suppose that Assumption 1 holds and consider
minimum time between two successive transmissions to tlsystem (7), (16). Then, the conclusions of Theorem 1 hold.
presence of exogenous inputs. O



V. ILLUSTRATIVE EXAMPLE We set the parameter values= 10,b = 28,¢ = 8/3,

We consider the controlled Lorenz model of fluid convecas in [26], and we takg, = 3, p; = 3a, n = 0.05. We
tion in [26] affected by external disturbances and measur@Ptain 7(v,n, L) = 0.0047 using (13). Hence, we select

T1 = —axri+ axrs+ wq

= bmmm o m e (17) 1.0092 x 10%|e|? < 2.5¢2 0,0.0045
T3 = T1T2 — Cx3 + w3 : X le|* < 2.5y~ or 7 € [0,0. ].
y = Il + dy7

where x; is proportional to the intensity of the convective

motion, zo is proportional to the temperature difference We run simulations with random disturbaneesatisfying
between the ascending and descending curregtss pro- |w;(t)| < 0.1 foranyt >0, ¢ € {1,2,3} and the following
portional to the distortion of the vertical temperaturefjjeo noises signalsi, (t) = d,(t) = 0.1sin(50¢) for any ¢t > 0.
from being linearu corresponds to the tilt angle of a closed-Figure 2 shows that the state trajectory of the plant coreserg
loop of natural convection from the verticaly , w2, w3 are to a neighbourhood to the origin as expected, where the
external disturbances antj is the measurement noise. Theinitial condition in this case igz(0,0),¢e(0,0),7(0,0)) =
parameters;, b, andc are related to some physical constant§—20, —20, 30, 0,0). The generated inter-transmission times

and are positive, see [27] for more detail. are provided in Figure 3, where we can see the interaction
We consider the following static output feedback controllebetween the time-dependent and the output-dependentcondi
u = —(p—;a + b)y, wherepy,p2 > 0. We assume that is tions of the triggering rule. It can be also observed from Fig
affectednby some additive noigk,, hence the input to (17) ure 3 that the minimum inter-transmission time corresponds
is to the guaranteed lower boufig represented by the red line,
U= — <Z£a + b> Y+ dy. (18) which justifies our event-triggering mechanism. This pant
b2 also supported by Figure 4 where Zeno phenomenon occurs

We consider the scenario where a network is used to transmihen we sefl” = 0, i.e. without enforcing a minimum time
data between the plant and the controller. We therefore taketween transmissions. Table | provides the minimum and

into account the sampling-induced error the average inter-transmission times, respectively égehas
o Tmin @NdTayg, for 100 randomly distributed initial conditions
€e=y-9 such that|z(0,0)[,]e(0,0)| < 100 and 7(0,0) = 0 for a

Note that it is not necessary to consider the errowias simulation time of 10 seconds.
the controller is static, as explained in Section Ill. Denot
x = (21,22, 23), w := (w1, ws,ws) andd := (d,d,,). We

can model the system as (7) with (the argumentg,gfare 50 -
omitted below) wl ' |
0.035
_axl + axz + ’LU1 1 0.0345/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\{ 7
f=1 bz —ZCQ—$1$3—(z—;a+b)(ys+e)+du+w2 T 0.034 |
T1To — CT3 + w3 10 003354 485 49 49.5 50 |
g amn T T B o i
(19) Time[s]

recall that v, denotes the time-derivative of the signal
corresponding tal,.

Let W(e) = |e| for any e. For allz € R* and almost all
e € R, v, € R"%

Fig. 2. State trajectory of the plant.

(VW(e),g) < ala| + alza| + [wi] + |vy[. (20)

o

Hence, condition (11) holds witl, = 0, H(z) = a|z1| + worl .

a|x2|,0(|(w,d,v)|) = 2|(w7dvv)|' Let V(.”L‘) = p1$% + g I *

pox3 + pox3, where p;,p, > 0. Item (i) in Assump- 5 oos| " )

tion 1 holds with a(s) = min{p;,p2}s? and a(s) = g L s, *** |

max{p1,p2}s? for any s > 0. By taking p; > 2,ps > £ 003r . « 7 .

2a,¢ > % item (i) in Assumption 1 is verified with £ _— ’ AP S

a(s) = min{ia(p1 — 2), (p2 — 2a),p2(2c — 1)}s2, 6(y) = " 2 ity g wy ¥ F ¥
0

| | I
0.5 1 15 2 25 3

%(l(pl — 2)y2, ¥ = 1/4]?2(2—;0/—’—17)2 and ,u(|(w,d)|) = Transmission instant

max{p1, 4p2 }|(w, d)|* + max{4p,, 4p2(§—;a+b)2 +3a(p1 —
2)}(w, d)|. Note thatu is independent on in this example. Fig. 3. Inter-transmission times for the first three unitdiofe.
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Transmission instant
Fig. 4. Inter-transmission times witli = 0. [14]

[15]

Guaranteed lower bound 7in | Tavg
0.0045 | 0.0045 | 0.0116
TABLE |
SIMULATION RESULTS FOR100RANDOMLY DISTRIBUTED INITIAL
CONDITIONS SUCH THAT|z(0, 0)[, |e(0, 0)| < 100 AND 7(0,0) = 0 FOR
A SIMULATION TIME OF 10 SECONDS

[16]

[17]

[18]
VI. CONCLUSION

Input-to-state stabilizing event-triggered output feacio [19]
controllers have been synthesized for a class of nonlinear
systems subject to external disturbances and corrupt@dibut|20]
measurements and control inputs. The developed technique
generalizes the results in [15] and enforces a strictlytiwesi 21]
lower bound on the inter-transmission times. Future wor[<
will investigate the’,, stability of the closed-loop system and
the application of the results to LTI systems in the context?!
of co-design, like in [28].
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APPENDIX

Proof of Theorem 1.We first introduce( : R, — R the
solution to the following differential system

{=—2L¢ — (L+n)y(¢* + 1)

¢0)=07", (21

[10] C. D. Persis, R. Sailer, and F. Wirth, “On a small-gairpaach to

distributed event-triggered controllh Proceedings of the 18th IFAC

World Congress, Milano, Italypp. 2401-2406, 2011.

whered € (0,1) andn > 0 is fixed. We denotd (¢, 7,7, L)
the time it takes for{ to decrease fron¥~' to 6. This
time 7(6,n,v, L) is a continuous function of,n which



is decreasing ind,n. On the other hand, we note thatwherep; : s — 7v6s € K. We deduce that there exists
T0,v,nL) = T(y,n,L) (where T(vy,n,L) is defined p e K, such that

in (13)) as® tends to 0. As a consequence, sirfe< o/

T(v,n, L), there existy) such thatl’ < T(6,n,~,L). We R(q; Flg,w,d,v)) < —p(R(q)) +X(|(w’d’v)|)’30
fix the value off. (30)

Let ¢ := (z,e,7). We define for ally € C' U D wherep(s) := min{p1(3), p2(5)} for s > 0.

When ¢(7) = 0, we obtain, in view of (25), (30) and

R(q) := V(z) + max{0, v((7)W?(e)}. (22) Lemmal
Let g € D andG(q) := (2,0,0). We obtain, in view of (7) R°(q; F(q,w,d,v)) < —p(R(q))+ x(|(w,d,v)|).
and the fact that?’ is positive semi-definite, (31)
- 2 Hence, (31) is satisfied in all cases.
R(G(q)) = V(z) + max{0,7¢(0)W?(0)} Let ¢ := (¢x, ¢e, &) be a solution to (7), (14) with input
=V(z) < R(q). (23)  (w,d,v) € L& and dom(w, d,v) = dome. In view of (31)

Let ¢ € C and (w,d,v) € R™+?"a and suppose that and page 99 in [29], it holds that, for some= (0, 1),
¢(7) < 0. As a consequencé(q) = V(z) and it holds that o ) .
7 > T. Indeed,((7) is strictly decreasing i, in view of R(g(t, )) < B2, ) F (@t ), wit, 5), d(t, 5), v(t, 7))

(21), and¢(T) > ¢(T) =6 > 0 asT < T. Then((r) < —(1=¢)p(R(9(t, 7)) — ep(R(&(1, 7))
implies thatr > T'. Hencey?W?2(e) < §(y) in view of (14) +X(|( (t,5),d(t, 5),v(t, 7))

sinceq € C. Consequently, in view of page 100 in [29], (32)
Lemma 1, Assumption 1 and (22) for all ; and for almost altt € 17 where I’ = {t : (t,j) €

of .. dom¢}. As a consequence, using (23) and (32) and by
< —

R°(q; F(g,w,d,v)) < —a(|z]) + p(|(w, d,v)]),  (24) following similar lines as in the end of the proof of Theorem
where F(q) := (f(z,e,w,d),g(z,e,w,d,v),1). Hence, in 1 in [17], we deduce that for anft, j) € dom¢

view of (9) and sincex € K, there existe; € K., such

that R(9(t,9)) < max { B(R(6(0,0)), 0.5t + 0.5T), @)
R°(q; Fg,w,d,v)) < —p1 (V () + p(|(w, d,v)]) o~ Il 4,0l ) -
= —p1(R(q)) + p(|(w,d,v)[). (25) On the other hand, in view of Assumption 1 and sifiteis
When((r) > 0, we have continuous (since it is locally Lipschitz) and positive sem
’ definite, there exist&y € K., such thatiV (e) < @w (Je)
R(q) = V(x) +v¢(T)W?(e). (26)  for all ¢ € R according to Lemma 4.3 in [30]. As a resullt,
As above, in view of page 100 in [29], Lemma 1, item (")m view of Assumption 1, (21) and (22), it holds that, for all
of Assumption 1 and (21) €eCuUD,
R°(q; F(q, w,d,v)) = (VV(2), f(z,e, w,d)) V(z) < R(g) < V() + %Wz(e)
AW (€) + 29C(T)W () (VW (e), gz, €, w,d, v) oflz]) < R(q) < a(z]) + 5w (je])
< —a(lz]) = H*(x) = 6(y) +v*W?(e) + p(|(w, d, v)]) o(lz]) < R(q) <@r(|(z,€)]), (34)
FAW2(e)(—2L¢ — (1 +n)y(¢* +1)) wheredpr : s — a(s) + 3aw(s) € K. Hence, in view of
¢ () (LW (e) + H(@) + (| (w.d,v))) (33) and (34), we deduce that
a(|ox(t, 7)) < R(o(t, )

< ~alja]) - H2(2) - 8(y) — m2W2(e)

| (w, d,0)]) = (1 +7)y*C(T)W2(e) < max {B(ER(K%(O,O) ¢(0,0))]), 0.5t + 0.5T7),
+29¢(T)W(e)H (z) + 29¢(T)W (e)o(|(w, d, v)]). e p (Ex(||(w, d,v)]] m))}
Using several times the fact thaah < a2 + xb* for any | (35)
a,b>0andx > 0 and sincej(y) > 0, we deduce that Consequently,
Ro(q:F (g, w,d,)) < —a(a) - W2+ x(w,d o)), 16al:d)] < max {5(1(62(0,0), 6.0,0))] ¢+ 5) (36)
(28) £01w,d,0) 1) }

wherey = u + %0—2. By using the same argument as in B
(25) and since (1) < 8~ for all 7 > 0 in view of (21), we where S : (s1,s2) — a (B(@r(s1),s2)) € KL, &(s) =
derive that a~! (p_l(%x(s))) for s > 0. Thus, (15) holds. O
R°(q; F(g,w,d,v)) < —p1(V(z)) — p2(vC(1)W?(e))
+x(|(w, d, v)]),



